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Introduction

This book is concerned with the use of sound in language. It develops a theory that uses
general capabilities of human motor behaviour and percepti@xgdtain as well as
describethe data of the languages of the world. We can predict as well as clarify
generalizations about the organization of human speech and solve many outstanding
controversial phonological issues, just by separating the roles afttbelation and the
audition of speech sounds. Providing a synthesis between the “phonetic” and
“phonological” standpoints, the theory of functional phonology expresses explanatory
functional principles like the minimization of articulatory effort and the minimization of
perceptual confusion directly in a descriptive formal grammar, and proves to be a
typologically and empirically adequate replacement for generative theories of
autosegmental phonology and feature geometry.

After making explicit (in Part | of this book) some of the dichotomies and relations
between articulation and perception, | will answer (in Part Il) the question of what
segmental phonology would look like if it adhered to functional principles of speech
production and perception. In Part Ill, | will assess the empirical adequacy of such a
theory in various subareas of phonology, by confronting it with data from the languages
of the world.

0.1 Articulatory and perceptual representations

Part | (“Representations”, chs. 1-5) treats some of the entities involved in the organization
of spoken language. Chapter 1 stresses the contrasting roles of articulatory and perceptual
features (as opposed to the traditional hybrid representations of generative phonology),
and proposes a rigorous division of labour between perceptual input specifications,
articulatory implementations, and perceptual output representations.

To corroborate the functional explanations proposed in later chapters, which are often
stated in terms of articulation-perception interactions, | decided to make use of a
computer-simulation model of speech production and perception. | developed a new
comprehensive model of the speech apparatus (ch. 2), together with a numerical
simulation of its aerodynamics and myoelastics (ch. 3). With the help of some simple
perceptually-based analysis methods (ch. 4), we can check the suitability of the
articulation model for simulating several speech-like events (ch. 5).
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0.2 Functional principles and constraints of articulation and perception

Part 1l (“Constraints”, chs. 6-13) treats some of the relations between the representations
identified in chapter 1, and develops a functional theory about the subject matter of
autosegmental phonology.

The functional hypothesis for linguistics maintains that the primary function of a
language is communication. The aim for efficient and effective communication can be
expressed in a number @dinctional principles which were first formulated in
explanations for sound change. According to Passy (1891: 229; my translations), sound
changes have the same cause that motivates the existence of languagedsgéak in
order to be understood.

0.2.1 Functional principles of speech production

Passy (1891: 227) states thrénciple of economy‘languages tend to get rid of anything

that is superfluous”, and tipeinciple of emphasis'languages tend to stress or exaggerate
anything that is necessary”. These principles are of a composite nature: the use of the
termssuperfluousand necessaryexpresses the idea that articulatorily motivated
constraints may be honoured unless stronger perceptually motivated constraints are
violated. We can, therefore, disentangle Passy’s two principles into a more fundamental
speaker-oriented principle eofinimization of articulatory effortand an equally basic
listener-oriented principle ahinimization of perceptual confusion

0.2.2 Functional principle of the communication channel

One of the aspects of Passy’s principle of economy translates into the principle of the
maximization of information flow which we could phrase as “put as many bits of
information in every second of speech as you can”.

0.2.3 Functional principles of speech perception

Passy ignored any functional principles on the part of the listener. In order to accomplish
an adequate understanding of phonology, we will have to include some.

First, we haveanaximization of recognition the listener will try to make maximum
use of the available acoustic information, because that will help her reconstruct the
meaning of the utterance.

Second, there isninimization of categorizationin a world of large variations
between and within speakers, the disambiguation of an utterance is facilitated by having
large perceptual classes into which the acoustic input can be analysed: it is easier to
divide a perceptual continuum into two categories than it is to divide it into five.

0.2.4 The functional hypothesis for phonology

Thus, | will maintain that historical sound changes, synchronic phonological processes,
and the structure of sound inventories are built in such a way that the following natural
drives will be honoured:



INTRODUCTION 3

(&) The speaker will minimize her articulatory and organizational effort, i.e., she will try
to minimize the number and complexity of her gestures and coordinations.

(b) The speaker will minimize the perceptual confusion between utterances with different
meanings.

(c) The listener will minimize the effort needed for classification, i.e., she will use as few
perceptual categories as possible.

(d) The listener will minimize the number of mistakes in recognition, i.e., she will try to
use the maximum amount of acoustic information.

(e) The speaker and the listener will maximize the information flow.

0.2.5 Conflicts between functional principles
The principles identified in 80.2.4 are inherently conflicting:

* Minimization of effort often conflicts with minimization of confusion. Citing Passy
(1891: 224): “The consonafpt] seems difficult to acquire, and often changes [irfcor

[1]; but this tendency can be victoriously fought by a conscious or unconscious pursuit of
clarity, [r] being a particularly sonorous and distinct sound.”

* Minimization of categorization sometimes conflicts with maximization of recognition.
For instance, the tendency of Dutch listeners to put Englghand/e/ into the same
perceptual category, will slightly hamper their understanding of English utterances. On
the other hand, these functional principles of perception sometimes collaborate: if a
contrast between two perceptual classes is not reliable, i.e., if an acoustic feature is
sometimes classified into an adjacent category, successful recognition is actually helped
by not trying to use this contrast for disambiguating utterances. If the listener accepts the
phonological ambiguity of an utterance, she will take recourse to alternative (semantic,
pragmatic) disambiguation strategies, which might otherwise not have been invoked.
Labov (1994) showed that this principle can be responsible for segment merger in cases
of dialect mixture (§17.1.4).

* Maximization of information flow conflicts with both minimization of effort and
minimization of categorization (89.6).

» Conflicts also ariswithin the various principles, e.g., the minimization of the number
of gestures conflicts with the minimization of energy.

Conflicts like these have been noticed in other areas of linguistics. In the realm of
syntactic theory, for instance, the theoryFafnctional Grammar (Dik 1978, 1989,

1997) acknowledges the existence of potentially conflicting functional principles for
constituent ordering: “— The actual constituent ordering patterns found in a language are
the resultant of a number of interacting principles. — Each of these principles is in itself
functionally motivated (...) — [N]o language can conform to all the ordering principles at
the same time or to the same degree. (...) — Shifts in the relative force of the different
principles may lead to (sometimes radical) changes in constituent ordering.” (Dik 1989:
337)
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0.2.6 Formalizing functional principles

The hypothesis that languages are organized in a way that reflects the primacy of
communication, has met with little enthusiasm on the part of generative linguists. This is
partially due to the lack of formalizability of grammars that consist of interacting
functional principles. In the realm of speech, for instance, generative phonology has often
been able to reach descriptive adequacy by proposing sets of sequentially ordered formal
rules; by contrast, functionalist accounts like those of Passy (1891), Martinet (1955), and
Boersma (1989), while explaining several facts of language from potentially conflicting
functional principles, have failed to give adequate descriptions of the behaviour of actual
speakers, i.e., they have failed to produce any fognsehmars

Fortunately, the advent @ptimality Theory (OT; Prince & Smolensky 1993),
though rooted in the generative tradition (its original version explicitly denied any role for
function in the grammar), has allowed us to put an end to this situation. This theory
proposes that phonological grammars consist of allegedly imoagraints each of
which can beviolatedif it is crucially dominatedby a stronger constraint; the interaction
between the constraints is based on the principiradt ranking, i.e., a high-ranked
constraint will always outweigh any number of lower-ranked constraints. This scheme of
evaluating candidate surface representations is perfectly amenable to the interaction of
functional principles (Juri995; Flemming 1995Hayes 1995, 1996ab; Boersma
1997abcde, 1998ab; Kirchner 1998). To stay with Passy’s example: a speaker will turn
[r] into [r] or [1] if the constraint expressing the articulatory efforfrdfdominates the
constraint that aims for clarity, and she will pronouinck faithfully if the clarity
constraint is ranked higher. In chapter 6, | will present the functional version of OT and
show that if we express articulatory and perceptual principles directly as constraints in the
language user’s production and perception grammars, the desired properties of their
interactions will follow from the Optimality-theoretic notion of violability: because the
principles are inherently conflicting, the corresponding constraints, if stated in their
naked, most general forms, must be violable.

Chapters 7, 8, and 9 show how functional principles translate into a plethora of
constraints or universal constraint rankings, ready for immediate use in autosegmental
phonology. In the production grammar, the principle of minimization of articulatory
effort branches into many families of articulatorily motivated constraints (ch. 7),
formulated within a space of articulatory gestures indentified in ch. 1; likewise, the
principle of minimization of perceptual confusion branches into many families of input-
output faithfulness constraints (ch. 9), formulated within a space of perceptual features
identified in ch. 1. In the perception grammar, constraints against perceptual confusion
branch into families of categorization constraints (ch. 8), likewise formulated within a
space of perceptual features. All these constraint families can be ranked individually in
each language.

0.2.7 Interactions between the constraints

The remaining part of this book (chs. 10-19) will centre on the interactions between the
constraints.
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Phonological structures and processes follow from the interaction between
faithfulness and articulatory constraints. As a first example, chapter 10 describes how this
interaction determines the realization of vowel height in phonetic implementation, and
how phonetic and pragmatic circumstances influence the result by shifting the rankings of
the constraints. A transition from gradient to discrete vowel reduction follows naturally.

Thelocal-ranking principle (ch. 11), rooted in general properties of motor behaviour
and perception, determines which constraints can be ranked universally, and which must
be ranked on a language-specific basis. The examples of nasal place assimilation and
obstruent voicing illustrate the typological adequacy of this approach. It leads to a
straightforward strategy for the phonologization of phonetic principles.

Faithfulness to specifications of “vertical” (simultaneous) and “horizontal”
(sequential) perceptual connections creates the illusions of segments and autosegments in
the grammar (ch. 12).

Many arguments for all-or-none (instead of gradientjerspecificationvanish if we
distinguish between articulatory and perceptual features, and between high- and low-
ranked specifications (chs. 13, 17).

0.3 Production and perception grammars

Part Il (“Grammar”, chs. 14-19) shows that functionally based constraints can settle
several recalcitrant issues in phonology. With the help of the distinction between
articulation and perception, we can solve problems in the study of acquisition (ch. 14),
segmental inventories (ch. 16), sound change (ch. 17), and synchronic autosegmental
phenomena like spreading (ch. 19) and the Obligatory Contour Principle (ch. 18).
Traditionally separate devices like the segment (ch. 12), spreading (chs. 11, 19), licensing
(ch. 12), underspecification (chs. 13, 17), feature geometry (chs. 1, 19), and OCP effects
(chs. 12, 18), will appear to be surface phenomena created by the interaction of more
fundamental principles.

Phonological features, representations, and constraints need imotalbe because
they can bdearned(ch. 14). If constraint evaluation has a noisy component, we can even
learn stochastic grammars, i.e., we can learn to reproduce our parents’ degree of variation
and optionality (ch. 15). The finiteness of the number of feature values in every language
is a result of general properties of motor learning and perceptual categorization, and
explains the symmetries found in segment inventories (ch. 16); the gaps in these
inventories are explained by universal local rankings of constraints, which we need not
learn because they appeal to general capabilities of human motor behaviour and
perception.

The subjects treated in part Il lie in the realm of common phonological debate; by
handling them successfully, the functional theory of phonology, developed on a priori
grounds in part I, may become an acceptable alternative to theories that start from the
data of the languages of the world, because of its capacity of generating less ad-hoc
accounts of these data, which, after all, have the last word on the empirical adequacy of
any theory.






Part |

REPRESENTATIONS

Chapter 1 discusses the need for a principled distinction between articulatory and
perceptual features and representations in phonology. Chapters 2 and 3 introduce a
computational model of how we can determine the “automatic” acoustic output from
specifications of muscle lengths and tensions. This model will be used to corroborate
statements about the interaction between articulation and perception in the “phonological”
parts Il and Ill. Chapter 4 treats some models of perception that we will need, and chapter
5 tests the workings of the articulation model in the simulation of vowels and consonants.






1 Representations and features

Abstract. Phonological theory would benefit from making a principled distinction between articulatory and
perceptual features and representations.

In order to define functional phonological grammars, we need sets of constraints to put
into those grammars. In order to identify these functional constraints, we need to know on
what representations these constraints perform their evaluations. As will be apparent from
the introduction, the representations that can be subjected to an evaluation of functional
principles are the articulatory and perceptual representations of speech utterances. The
current chapter identifies these representations. We will start with an example that will
recur throughout this book.

1.1 Articulatory and perceptual representations of an utterance

Consider the English utterantanse Its underlying phonological form is
|tens| (1.1)

| will take this to be th@erceptual specificatiorof the utterance: if the speaker produces
the specified perceptual features in the specified order with the specified time alignment,
the listener will recognize the utterance fasns|, and a substantial part of the
communication has succeeded. This basic insight should be reflected in our theory of
grammar.

Several articulatory strategies can be followed to implement the utterance (1.1). In
some varieties of English, a part of @iculatory implementationis (time runs from
left to right;critical = constricted so as to produce friction):

tongue tip closed open closed critical
velum closed open closed

glottis wide narrow wide

lips spread (1.2)

This will give rise to an acoustic output that we can translate into the following table of
perceptual phonetic events, time-aligned with the articulatory score (1.2) (“+” = present;
tr = transition;side = the resonance of a side branch, see 81%112; burst;cont =
continuantasp= aspirationmax= maximum):
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silence + +

coronal burst tr. side bu. cont

voice sonorant

noise asp sibilant]
F1 open mid
F2 max

nasal + (1.3)

In a microscopic transcription (81.3.3), thperceptual resultcan be written as
[[thegn_ts]] (“_" = silence). With the help of the processes of categorization and
recognition, the listener may reconstritets|.

The theory of Functional Phonology, introduced in this book, claims that the principle
of minimization of articulatory effort(80.2.1) evaluates the articulatory implementation
(1.2) and its competitors, and that the principlenafimization of perceptual confusion
(80.2.1) evaluates the differences between the perceptual specification (1.1) and the
perceptual result (1.3). Together, these principles will determine which candidate
articulatory implementation will actually be chosen to surface.

In the present chapter, | will defend the hypothesis that the distinction between
articulation and perception is an integral part of the grammar. This involves determining
the nature of the phonological spaces (81.2) and representations (81.3) on which the
functional constraints will be defined, and will lead to a replacement of the traditional
hybrid features and representations with systems based on general properties of human
motor behaviour and perception.

1.2 Articulatory, perceptual, and hybrid features

A thread of this work is the idea that features of speech sounds, language-dependent
though they may be, can be divided into two large classes: articulatory and perceptual
features. These two groups play different roles in phonology, and an awareness of the
difference between them will solve many hitherto unsettled problems in several realms of
phonological debate.

The difference between the two groups of features can be traced to their different
roles in speech production and perception.

1.2.1 Articulation versus perception in speech production

Figure 1.1 shows a simplified view of how the articulatory and perceptual aspects of
phonology are integrated into speech production. The point labelled “start” marks the
interface of the rest of the grammar to the phonologdeinetic component. In the
following paragraphs, | will explain this figure. The main point that | am trying to make,
is that phonology controls both the articulatory and the perceptual specifications of the
utterance, i.e. both the representations that we saw in (1.1) and (1.2).
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_ — coordination o
Articulatory specification > Muscle features
. _— >
locations of constrictions <é\\e > muscle lengths
degrees of constrictions S
pressures g i

muscle commands

a

muscle spindles

“vocal tract shape’
tendon organs

l

Phonol ogy (%’o; tactile receptors “sound”
pressure receptors i

sensory ( ear )

cortex

/ = Y

Perceptual specification Gori Zatiop, Auditory features
voiced, fricative, periodicity, noise,
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Fig. 1.1 Integration of phonology into speech production.
Rectangles = representations. Rounded rectangles = sensors.
Encircled minus signs = comparison centres. Arrows = causation.
a, Y, 1A = nerve fibers.

Top right: control of muscle length. The speaker can control thension of a muscle.

For this, a direcimuscle commangevery term set in plain italics can be found in figure

1.1) is conducted by the neuron fibers from the spinal cord or the brain stem to the
muscle fibers, whose contraction then results in a change in the shape of the human body,
e.g., a change inocal tract shapeThe length and length change of a muscle are
measured by theuscle spindlegand the tension by tiiendon organy which send this
information back (through the afferent fibers marlkég to thespinal cordor the brain

stem. If the muscle is stretched by an external cause, a direct excitatory synapse of the
afferent with thea motor neuron then causes thretch reflexa compensatory
contraction of the muscle.

With the help of they efferent fibers, the muscle spindles can be actively stretched, so
that the afferents fool the spinal cord into thinking that the muscle itself is stretched by an
external cause. Consequently, the reflex mechanism described above will cause the
muscle to contract. Thus, while directctivity would cause an uncontrolled contraction,
this y-loop system, which does not go further up than the spinal cord, can be used to
controlmuscle length(Hardcastle 1976Gentil 1990). The learning of a fast, shape-
oriented gesture probably involves the learning of an efficient mx ahdy activity,
innervating the muscle spindles simultaneously with the other fibres.
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Conclusion the speaker can set her muscles to a specified length. In chapter 2, | will
present a computational model of the vocal apparatus that is controlled by setting the
lengths (and a few tensions) of 29 muscles and muscle pairs.

Top left: control of articulator position . For most gestures, the control of muscle length

is not sufficient. Rather, the motor cortex specifies the actual position of the body
structures. For the vocal tract, this means thatdt&tionsanddegrees of constrictions

are specified. That the muscle lengths as such are not the target positions specified in
speech production, can be seen from bite-block experiments (Lindblom, Lubker & Gay
1979): speakers immediately compensate for the constraints on the jaw, even before
phonating, in such a way that the tongue muscles bring about approximately the same
area function in the vocal tract as in normally articulated vowels, while having very
different shapes.

The proprioceptive sensory system, consisting of muscle spindles, tendon organs,
tactile receptorsandpressure receptorsends the information about the realized shapes
back to the motor cortex, where it is compared to the intended shapes, i.e., the
articulatory specificationand appropriate action is taken if there are any differences. This
system is calleg@roprioceptive feedback

Conclusion the speaker can directly control muscle tensions, muscle lengths, and the
locations and degrees of the constrictions in the vocal tract.

Hypothesis the phonological component of the speaker’'s grammar can specify any
of these articulatory variables.

Right side: generation of sound. The step from “vocal tract shape” to “sound” involves
no actions of the speaker or listener: the sound is the automatic acoustic result of the
muscle tensions, positions, and movements. In chapter 3, | present a comprehensive
physical-mathematical model of this automatic conversion, and an algorithm for its
implementation on a computer.

Bottom right: auditory perception. The humarear will analyse anysound perhaps one
arising from a speech utterance, irgoditory featuredike periodicity (pitch and
noisiness) spectrum(timbre), andntensity (loudness), all of them functions of time. |
will illustrate the perceptual part of speech production with the development of
phonology in young children.

The infant is born with an innate control of some of the gestures that are also used in
speech: breathing, vocal-fold adduction (crying), and repetitive jaw movements
(drinking). Other gestures, like the movements of the limbs, are still largely
uncoordinated. After a few months, the infant learns that she can control her environment
(i.e. her perceptual impressions), by contracting some muscles. Like the use of one of her
deltoid muscles gives her the visually pleasing result of a swinging object (her arm), a
certain combination of expiration and vocal-fold adduction gives her the auditorily
pleasing result of a periodic sound (voicing). A little later, when she has a command of
some agonigantagonist pairs, she will start exploring the benefits of repetitive
movements; like hitting the mills and bells that are within her reach, she will superponate
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opening and closure gestures of the jaw on a background of phonation, thus getting nice
alternations of silence and sound (babbling).

Conclusion: speakers learn the forward relationship between articulatory
coordinations (top left) and perceptual results (bottom right). | will return to this in the
chapter on phonological acquisition (ch. 14).

Bottom left: speech perceptionAt the time she starts to imitate the speech she hears, the
little language learner will have to compare her own utterance with the naaaitofy
feedback At first, theperceptual specificatioinitially, the adult utterance, see ch. 15),

is an unsegmented gestalt. The articulatory specifications, which she is now constructing
for the sake of faithful imitation and the reproduction of her own speech, are not very
sophisticated yet either, because the orosensory (proprioceptive) feedback mechanism is
still under development.

But the child learns to group perceptual events into categories. For speech, this
ultimately leads to a language-dependeatiegorizationof perceptual features. The
skilled speaker will also have highly organized articulatory specifications in terms of
degrees of constrictions and air pressures, with a language-dependent degree of
underspecification, determined by economical considerations, i.e., the balance between
perceptual invariance and articulatory ease. She will use the auditory feedback only as a
check and for maintenance.

Conclusion the speaker can compare the realized perceptual categories with the
perceptual specification of the utterance.

Hypothesis comparing the perceptual result and the perceptual specification of the
utterance is integrated in the speaker’s organization of her speech.

1.2.2 The two targets of speech production: two levels of specification

For a skilled speaker, the perceptual specifications must hatithate (distal) targets of
speech production. They cannot beithenediate(proximal) targets, because the auditory
feedback loop is much too slow for that. The immediate targets are the locations and
degrees of constriction and the air pressures in the vocal tract. These proprioceptive
targets can be monitored by the collective effort of tactile and pressure receptors, muscle
spindles, tendon organs, and joint receptors.

The task-dynamicapproach advocated Kelso, Saltzman, & Tuller (1986) and
Browman & Goldstein (1986, 1990), maintains that the input to an articulation model
should consist of specifications tfact variables such as locations and degrees of
constrictions, as functions of time. This approach explicitly focuses on describing the
coordination of the muscles of speech production: specification of these tract variables
refers tolearnedmotor behaviour. Kelso et al. notice, for example, that an experimentally
induced perturbation of the movement of the jaw does not prevent the completion of the
bilabial closure ifaba] or the achievement of an appropriate alveolar near-closure in
[aza]. Thus, if the upper and lower teeth are externally constrained to be more than 1 cm
apart (by a bite block), the required alveolar closure will still be attained. Crucially,
however, the smallest bilabial closure will then be much larger than in the case of an
unconstrainedaza]. Apparently (Kelso et al. argue), the immediate task for producing
[b] is: “make a complete closure with the lips”, and[toyit is: “make a near closure at
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the alveoli”. Crucially, the task fdiz] does not specify bilabial closure at all; this is why
there can be a large variation in the degree of bilabial closure duiing@herefore, there
is some underspecification in the immediate targets of speech production.

However, as will be apparent from our separation of perceptual and articulatory
specifications, a part of the ultimgterceptualspecification of'z/ (in some languages)
should be in these terms: “make a periodic sound that will produce strong high-frequency
noise”. Speakers will learn that the only articulatory implementation (“task”) that
achieves this, is: “make a near closure at the alveoli; meanwhile, the bilabial and dorsal
constrictions should be wider than this alveolar constriction, the naso-pharyngeal port
should be closed, the lungs should exert pressure, and the vocal cords should be in a
position that enables voicing”. We see that the perceptual specification does require a
constraint on bilabial closure after all (the lips must not be completely or nearly closed),
and that the articulatory specificatifmllows from the perceptual specification ft/ .

That the perceptual features, not the proprioceptive features, form the distal targets of
speech production, can be seen in a simple experiment that embroiders on the bite-block
experiments. If you ask someone to pronounce a central (e.g. Dataoljth her teeth
clenched, she will make compensating tongue and lip movements; however, fe¢ause
is not specified for horizontal lip spreading, she will not draw the corners of her mouth
apart, though this would yield a much m¢ag-like sound; she will only learn this trick
after some practice, using auditory feedback.

Conclusion: the articulatory specifications are the proximal targets of speech
production, the perceptual specifications are the distal targets.

Hypothesis the speaker’s phonology controls both the articulatory and the perceptual
specifications.

1.2.3 Perceptual specifications

According to one of the hypotheses above, the speaker’s phonology compares the
perceptual specification with the perceptual result of the utterance. As we will see later,
she does this in order to evaluate the extent to which the functional principle of
minimization of perceptual confusion is honoured. This evaluation takes place in a space
of perceptual featureswhich include periodicity (voicing and tone), noise (frication,
aspiration), silence, burst, continuancy, and frequency spectrum (place, nasality).

All these features are measured along continuous scales, but languages discretize
these scales into a language-dependent numbeatefjories An example of the
perceptual specification of labial sounds for a language that has two categories along each
of the voicing, friction, sonorancy, and nasality scales, can be read from the following
table, where ‘+' means ‘present’, ‘- is ‘absent’ (suggesting a privative feature)| and *

a perceptual contour, i.e. a temporal change in the value of a perceptual feature:

p f v b m w p" v W u b 1 ¥

voiced - -+ o+ 4+ o+ -+ -+ o+ o+ o+
noise S
sonorant - - - -+ o+ -+ -+ -+ -

nasal - - - -+ - - - - - -+ o+ (19
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No universal feature values The language-dependency of perceptual feature values can
be most clearly seen from the different divisions of the height continuum for languages
with three and four vowel heights (ch. 8): if the lowest vowgh]sand the highest vowel

is [1], a language with three vowel heights will have an “e” whose height is approximately
midway betweerja] and[i], and a language with four vowel heights will have two
vowels close to canonicét¢] and[e]; this shows that the height continuum is divided on

a basis of equal perceptual distance rather than on a basis of Chomsky & Halle’s (1968)
maximum use of universal binary features.

1.2.4 Articulatory specifications

The speaker’s phonology will also evaluate the extent to which the functional principle of
minimization of articulatory effort is honoured. This evaluation takes place in a space of
articulatory features which include the possible positions, shapes, movements, and
tensions of the lips, cheeks, tongue tip, tongue body, velum, tongue root, pharynx walls,
epiglottis, laryngeal structures, vocal folds, and lungs. The trajectory of the
implementation of the utterance through this articulatory space is a voyage along many
positions, each of which is characterized as a vector measured along scales of degree of
closure or tension. Though these scales are continuous, languages discretize most of
them. For instance, supralaryngeal degrees of closure caorbplete(usually brought

about by a ballistic movement: plosives and nasai#jcal (usually brought about by a
controlled movement, which makes it precise enough to maintain friction noise or
vibration: fricatives);approximant(strong secondary articulation, pharyngealization);
narrow (0.3 - 1 cm; high vowels, glides, liquids, retracted tongue roopen(1 - 4 cn#;

neutral vocalic); owide (4 - 15 cn#; spread lips, advanced tongue root).

| classified these degrees of closure according to perceptual differences, i.e., every
pair of successive labels is found somewhere in the world to contrast two phonemes on
the same articulator. Still, there is nothing canonical, preferred, or universal about this
subdivision. Besides the obvious articulatory implementation of the language-dependent
subdivision of vowel height, here is an example with non-vocalic closures: Dutch
contrasts a noisy voiced labiodental fricatiyeif] ‘fell’) and a noiseless approximant
([vit] ‘wheel’); in between those two, as far as noisiness and, therefore, degree of
constriction are concerned, are {hg-like sounds of Germarj{aen] ‘wine’), English
([vain] ‘vine’), Afrikaans (vat] ‘white’), and French[{il] ‘city’).

The labial, coronal and dorsal articulators can be used independently to a large extent
in doubly articulated sounds (labial-velars, clicks) or even triply articulated sounds
(Swedish[fj], Holland Dutch syllable-final <I$#t"]), but there are no sounds that use the
same articulator simultaneously twice (e.g. no clicks with dorso-palatal front closure).
The articulatory space is organized in tiers, with one tier for every degree of opening and
tension. The independence of these tiers represents the independence of the articulators,
and reflects the independence of articulatory features in phonology.

An example of the articulatory specifications of some labial sounds in a language that
would faithfully implement the perceptual features of (1.4), is given in the following
table, where ‘0’ = closed, ‘1’ = critical, ‘2’ = approximant, ‘3’ = narrow, ‘4’ = open, ‘5’ =
wide, ‘| = an articulatory contour (change in time), and ‘2-5’ = any value from 2 to 5:
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p f v bmw p" v wb b 6 huo
lip opening 0 1. 1 0 0 3 %5 2 3 0025 0 3 3 4
tongue tip opening 25 2-5 2-5 2-5 2.5 35 25 25 35 25 25 25 35 45 5
tongue body opening 2-5 2-5 255 2.5 2.5 3 25 25 3 25 25 25 3 3 4

velum opening 0O 0 0 0 401 0 014 0 0 0 010102
pharynx opening 2-5 2-5 25 25 25 3-5 25 25 35 2-5 25 25 35 45 3
glottis opening 23231 1 1 1 3 1 1 1 2 1 3 1 1
supralar. tension + - -

(1.5)

Articulatory underspecification. There is a lot of underspecification in (1.5). For
instance, if the lips are completely or almost closed, the coronal and dorsal constrictions
have a lot of freedom: they can be anywhere between the approximant closure and a wide
vocalic opening without affecting the perceptual features too much. As an example,
consider the articulatory and perceptual features and specificatifinsinfthe utterance
[aba]. During the pronunciation gh], the tongue will be pulled down in the throat. This
state will last during the whole of the utterajeba]. The jaw will travel a long distance
in going from the[a] position to thgb] position and back again. The lips will also make
a closing-opening movement. If, however, the lips are less closed[wa} the coronal
constriction should be quite wide so that it will not sound like a front vowel, and the
pharyngeal constriction should also be quite wide so that the vowel does not sound more
open or centralized. Thus, as already argued in 81.2.2, the articulatory specifications
follow from the perceptual specifications.

Conclusion: articulatory underspecification is constrained by faithfulness to
perceptual invariance.

1.2.5 Perceptual versus articulatory features

Though it is often the case that similar articulations produce similar perceptual results, as
with most place features, there are several sources of asymmetry between perceptual and
articulatory features. In the following, | will disentangle the hybrid features used in
generative phonology.

Voicing. If we define voicing as the vibration of the vocal cords, we are talking about the
perceptual feature [voice], which refers to a high degree of periodicity in the sound. There
is no single articulatory gesture that can be associated with voicing: for the vocal folds to
vibrate, they must be close enough and air has to flow through the glottis with a sufficient
velocity. The articulatory settings needed to implement the voicing feature, vary
depending on the degree of constriction above the larynx. If the air is allowed to exit
freely, as in sonorants, there is spontaneous voicing if the vocal folds have been adducted;
sufficient airflow is then guaranteed.

If the passage is obstructed, aghbn, active laryngeal or supralaryngeal gestures are
often needed to maintain voicing, especially in non-intervocalic position: the larynx may
be lowered, the width of the glottis or the tension of the vocal folds may be adjusted, the
walls of the pharynx, the cheeks, or the velum may be expanded passively or actively, or
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the stop may be pre-nasalized. The effects of all of these tricks have been confirmed in
simulations with a simple model of the vocal tract (Westbury & Keating 1986) as well as
with a more comprehensive model (85.12). Since it is not always easy to find out which
trick (other than implosion or prenasalization) is used by a specific language, we can
supply plain voiced obstruents with the implementationally formulated articulatory
feature [obstruent voicing] (or Steriade’s 1995 suggestion [pharyngeally expanded],
though the term “expanding” might be more correct).

Likewise, active gestures are sometimes needed for voiceless obstruents, especially in
intervocalic position: widening or constriction of the glottis, raising of the larynx,
stiffening of supralaryngeal walls, or active narrowing of the supralaryngeal tract. For
this, we can similarly imagine a goal-oriented articulatory feature [obstruent devoicing].

Since assimilation processes are normally associated with changes of articulatory
timing, we expect that obstruents can trigger voice assimilation, and that sonorants
cannot. Acceptance of the distinction between articulatory and perceptual voicing
features, will lead to a rejection of the main argument for underspecification in
phonological processes (ch. 13). Thus, an early decision to posit a single feature [voice]
for underlying and surface representations resulted in the underspecification of sonorants
for this feature: the fact that many languages do contrast voiced and voiceless obstruents
but do not contrast voiced and voiceless sonorants, combined with the phonological
inertness (with respect to spreading) of voicing in sonorants, was considered evidence for
the analysis that sonorants were not voiced at all underlyingly; a late rule would insert the
voicing feature for sonorants. A distinction between an articulatory voicing feature, which
only applies to obstruents because sonorants are spontaneously voiced, and a perceptual
voicing feature common to sonorants and voiced obstruents, would quite simply solve the
mysteries associated with the voicing problem. However, this will not go without a
struggle: the one phenomenon that seems immune to a simple functional approach, NC
voicing (i.e., the phenomenon that plosives tend to be voiced after nasals), tempted It6,
Mester & Padgett (1995) into the following remarks:

“the trouble lies not with [voice], (...) the challenge is to resolve the paradox without destroying
the unity and integrity of the distinctive feature [voice].” (It6, Mester & Padgett 1995, p. 581)

Their resolution of the paradox entails that nadasdsausehey are redundantly voiced,

like to share a non-redundant voicing feature with their neighbours; no explanation is
given for the absence of CN voicing. An articulatory explanation was advanced by Hayes
(1995): in the case of a voiced NC, the velum goes on raising even after the moment of
closure, so that the enlarging pharyngeal cavity facilitates the maintenance of voicing; the
exactly reverse situation from the CN case. The question of how such details are
phonologized, is answered in chapter 11.

Noise In the phonological literature, fricatives are economically dividedrintestrident

(/®/, /0/, /x/) andstrident(/f/, /s/, /f/, /x/). In contrast with what the label suggests,
this division is based on distributional grounds: the strident fricatives are louder (make
more noise) than their non-strident counterpartgshe same articulatofChomsky &

Halle 1968, p. 327), and are, therefore, on the average more suitable for human
communication in a world with distances and background noise; the non-strident
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fricatives, on the other hand, often alternate, or are historically related to, plosives at the
same place of articulation; as so happens, plosives tend to occur at locations where perfect
closures are easy to make (bilabial, corono-postdental, dorso-velar), and fricatives prefer
locations with small holes (labio-dental, corono-interdental) or unstable structures (dorso-
uvular). From the perceptual standpoint, however, we could divide the continuous noise
scale into four levels of a combined loudrfiesaghness nature (which is rather arbitrary,
especially for the non-peripherals):

+ [aspirated]: as ifh], [p"], and so-called “voiceless sonorants”.

* [mellow friction]: resulting from airflow through a smooth slid[[[x]).

* [strident friction]: airflow along sharp edge$]([[0]) or loose structures¥]).

« [sibilant]: a jet of air generated in one place (alveolar) and colliding at a rough structure
at another place (teethk]] [f]; this causes a 15 dB intensity increase with respect to
the normal stridenf6].1 According to Ladefoged (1990a), the distance between the
lower and upper teeth is criticaland sibilants are the only English sounds with a
precise specification for jaw height (see the discussion below for vowel height).

Sonorant Chomsky &Halle’s (1968: 302) definition of sonorants is that they are
“sounds produced with a vocal tract configuration in which spontaneous voicing is
possible”. This is neither an articulatory nor a perceptual definition, and, as such, not
likely to play a role in phonology. Since, as Ladefoged (1971: 109) states, “the rules of
languages are often based on auditory properties of sounds”, | will simply take [sonorant]
to refer to a high degree of loudness and periodicity that allows us to hear a clear formant
structure3 Thus, [sonorant] implies [voicelts implementation is as follows. From the
openings associated with each articulator, we can derive the following abstract openings:

» Oral opening. This equals the minimum of the labial, coronal, and dorsal openings.
e Suprapharyngeal opening. The maximum of the oral opening and the nasal opening.
» Supralaryngeal opening. Minimum of suprapharyngeal and pharyngeal openings.

These derivative features can help as intermediaries in formulating the mapping from
articulatory to perceptual features. For instance, the supralaryngeal articulatory setting
needed for spontaneous voicing is:

supralaryngeal opening “approximant” (1.6)

This condition is not sufficient, of course. Vocal-fold adduction and lung pressure have to
be added.

Fricatives versus approximants So-called voiceless sonorants aren’t that: they are just
very mellow fricatives (aspirates). The binarily categorizing language of table (1.1) shows
a perceptual contrast between fricatives and approximants, but only if these are voiced
([v]l] and [v]), not if they are voicelesf{] and[h™]). This is because a voiced

1 Which the reader may verify by sayifps0s0s0s0].
2 The reader may verify that she cannot produce a faithfully sitjfamtith a finger between her teeth.

3 This raises the question whether [sonorant] can be considered a primitive feature at all: it can be seen as a
valueof a loudness feature, or as a derived feature based on the presence of formant structure.
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approximant will not produce friction, but a voiceless (aspirated) articulation with the
same degree of closure, will. So, voiced fricatives and approximants can occur together in
such a language (e.g., Dutph] and[v]), because voiced fricatives are noisy and voiced
approximants are not; their voiceless counterparts cannot occur together in such a
language, because voiceless fricatives and voiceless approximants only differ in their
degreeof noisiness, which would force the listener to distinguish between the categories
[aspirated] and [fricative].

Nasality. The perceptual feature [nasal] more or less coincides with the articulatory
feature [lowered velum]. But not precisely. Table (1.5) shows a less restricted nasal
specification fofo] than for[u]. A slightly open nasopharyngeal port is allowed in lower
vowels, because it can hardly be heard if the oral opening is large (Van Reenen 1981).
Thus, the same small amount of velum lowering may give rise to a perception of nasality
in high vowels, and of no nasality in low vowels.

Continuant. This feature has been used to distinguish plosives from fricatives, and to be
able to treat nasal and “oral” stops as a natural class. As a perceptual feature for audible
oral airflow, | will replace it with [oral]; thud,f], [h], and[a] are oral, andp] and[m]

are not, whilg[a] is both oral and nasal. This move reflects the articulatory symmetry
between the nasal and oral pathways. However, because most speech sounds are oral but
not nasal, commonness considerations (89.5) lead us to expect that the values [-oral] and
[+nasal] play more visible roles in phonological processes than their counterparts [+oral]
and [-nasal].

In another respect, oral stricture works just like velar stricture: the degree of perceived
oral airflow does not necessarily reflect the degree of closure. A sound made with the
articulatory setting for a labial fricative will normally lose its friction when the velum is
lowered: the air will follow the path of lowest resistahcEhis is why nasalized fricatives
like [¥]° in table (1.4) are so rare in the languages of the world; to make one, you'll have
to come up with a very precise setting of your tongue blade, with different muscle
tensions and positions from normal fricatives. Again, the perceptual specification
determines the articulatory gestures.

If two articulations produce the same sound, the easier one is more likely to be used.
At most places of articulation, a complete closure is easier to make than a critical closure,
because it involves a ballistic instead of a controlled movement (Hardcastle 1976). For
labiodentals, even a ballistic movement often results in an incomplete closure; so,
labiodental plosives are very rare, but labiodental nasals quite common. Every non-
labiodental nasal forms a natural class with its corresponding plosive because both are
implemented with the same ballistic articulatory gesture, e.g., [complete labial closure].

4 You can check this by pinching your nose, making a “ndg#|"and then suddenly releasing your nose.
S |If we take a perceptual definition ff¥]. The IPA is a hybrid notation system, and often ambiguo{ig; if
and[u] are vowels with miniméafF, what does the IPA symbpy] mean? Is it a front rounded vowel with
minimal F4, or a vowel with the tongue shape[of and the lip shape ¢fi]?
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Plosives The intervocalic plosive ifiata] is perceptually marked by a sequence of
formant transition[t"]] + silence[[_]] + release burdiit]] + formant transition. Their

has been a gigantic literature about the importance of all these cues in the perception of
speech. While the formant transitions are shared with most other consonants at the same
place of articulation, the silence and the burst together signal the presence of a voiceless
plosive. In[[the&n_ts]], both release bursts are heard, but silence associated with the first
[t] merges with the ambient stillness, thus giving up its identity. A cluster of plosives, like
/atpa/, is pronounced with overlapping gestures in most languages (with French as a
notable exception), so that the reqiiit” :pa]] shows the demise of the main place cue

for the recognition of [coronal]. In English, this may lead to place assimilation
([[ap™_:pa]]), because the articulatory gain of not having to perform a blade gesture
outweighs the perceptual loss of losing the remaining place cue. We will see (ch. 11, 16)
that this kind of phonetic detail can be expressed directly in the grammar of spreading
phenomena.

Duration. Duration could be called derivedperceptual feature, because the perception

of duration presupposes the recognition of another feature (the presence of sound, timbre)
as being constant. In the above example of place assimilation, the duration of the silence
was preserved, which is a sign of the independence of the silence cue for plosives.

Vowel height According to Kenstowicz (1994, p. 20), “we may interpret [+high] as the
instruction the brain sends to the vocal apparatus to raise the tongue body above the
neutral point”. However, since different tongue muscles are involved and ], such

a standpoint testifies to a view that speech is organized very differently from other motor
activities: no proprioceptors for non-low tongue height are known; the correlation of
vowel height with jaw height is weak, regarding the highly varying strategies that
speakers adopt to implement this feature (Ladefoged 1990a). Therefore, with Ladefoged
(1971, 1990a) and Lindau (1975), I will assume that vowel height inversely corresponds
to the first formantK,), i.e., that the phonological effects of vowel height correspond to
the perception of the first peak in the excitation pattern of the basilar membrane in the
inner ear (the higher the vowel, the lower fitg). Simplistically, the muscles used in
implementing vowel height are roughly: genioglossus (higher front vowels), styloglossus
(higher back vowels), and hyoglossus (low vowels).

Vowel height does define natural classes in inventories and rule targets (as a result of
perceptual categorization, see ch. 8), but vowel harmonies and assimilations are largely
confined to the more articulatorily tractable features of rounding, backnessj\arted
tongue root the ruleo - o/ _1i is relatively rare (as compared with- ¢ / _1i), and
assimilation of vowel height is expected to occur only if all the vowels involved use the
same articulator, as - e / _i. Apparent exceptions are treated in chapter 16.

Tensions A direct relation between articulation and perception is found in the tension of

the vocal cords, which is the main determiner of the pitch of voiced sounds. The tension
of the lung walls determines the subglottal pressure, which influences the loudness
(spectral slope and intensity) and pitch of the perceived sound. A rather indirect relation
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between articulation and perception is found with the tension of the walls of the pharynx
and the cheeks, which can play a role in the voicing of obstruents.

Place The perceptual distinction between the various places of articulation is primarily
made on the basis of the associated auditory spectra. For vowels, the first formant, which
is in the lower part of the spectrum and represents the degree of closure, seems to be an
independent perceptual feature; it disappears in the transitions to neighbouring obstruents.
Thus, place information for vowels is restricted to the upper part of the spectrum, and we
can imagine that it is a multi-valued perceptual feature, encompassing [front], [back], and
[round]; all these colour features assume [sonorant]. In the auditory spectrum, the front-
back distinction is represented by tecond forman{F,); | will take it to specify the
strongestspectral peak above the first form&r@pecifying the value “max” fdf, means

thatF, should be at a maximum, given a fixed valu€ gfthis is most faithfully rendered

by producing a front vowel with lip spreading. The value “min” specifies a minimum
value ofF, givenFy; this is most faithfully implemented as a rounded back vowel. No
“enhancement” of an allegedly distinctive feature [back] by an allegedly redundant
feature [round], as proposed by Stevens, Keyser & Kawasaki (1986) for reasons of lexical
minimality, is implied here: the two gestures just implement the same perceptual feature
symmetrically.

For consonants, place cues can be found in the formant transitions from and to
neighbouring sounds. Other cues must be found in noises (fricatives and release bursts).
The perceptual place feature is a rather continuous path through a multidimensional
space, ranging from [bilabial] to [glottal], and does not respect the discrete articulatory
distinctions between the articulators: labiodental and corono-dental fricatives sound quite
similar, and so do corono-postalveolars and dorso-palatals; perceptually, [glottal] must be
included in the set of values of the [place] feature (adjacent to [epiglottal]), though it
shows no formant transitions to surrounding vowels because these have glottal
constrictions, too. For nasals, the place information contained in the oral side branch is
very weak: an isolated nasal stop produced with simultaneous lip and blade closures will
sound agn] in the dark, and apm] if the listener sees the speaker: the visual cue
overrides the auditory cue. Release cues without noise occur for nasal stops and laterals.

Vocalic place cues can be used with stops and fricatives to a certain extent: in many
languages, lip rounding contributes to the perceptual contrast befsjeand|[(]. By
contrast, lip rounding does not influence at all the stationary part of the sojurjc®of

6 Known in the phonetic literature &5, the usual definition oF, being: thesecondspectral peak,
measured from 0 Hz upwards. This peak is commonly determined by a computer program that is forced to
find five peaks between 0 and 5000 Hz. R¢rthis second peak (at 2500 Hz or so) usually incurs a much
weaker impression on the inner ear than the third and fourth peaks, which tend to conspire to build a very
strong perceptual peak near 4000 Hz. See ch. 4 for an alternative proposal.

7 You can hear these cues if you recproa] or [ala], create a backward copy of this sound, and compare
the two CV transitions.

8 Try saying[n::] and superpose the lip movements[efiwiwi]. The colour does not change. An

analogous experiment wifly::] and[wawawa] shows velar excitation of a closed front cavity.
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1.2.6 The speech-neutral position and privative features

Some features must be considepei@ative (mono-valued, unary), because only a single
value can be phonologically active (Anderson & Ewen 1987, Ewen & Van der Hulst
1987, Van der Hulst 1988, 1989, Avery Rice 1989). For instance, only [+nasal] is
thought to be able to spread.

Steriade (1995) provides an articulatory explanation for the existence of privative
features. The presence of an articulatory gesture like [lowered velum], she argues, is
qualitatively different from its absence, because it constitutes a deviation from the speech-
neutral position (Chomsky & Halle 1968, p. 300).

The only real neutral position is the one in which most muscles are relaxed, namely,
the neutral position for breathing, which involves a wide glottis and a lowered velum. The
alleged speech-neutral position would have glottal adduction and a raised velum, which
involve active muscular effort (interarytenoid and levator palatini).

This speech-neutral position can only be explained with reference to requirements of
perceptual contrast: we can produce better spectral contrasts for non-nasals than for
nasals, and voicing allows us to produce tone contrasts, better formant structures, and
louder sounds. Thus, nasal sounds will occur less often in an utterance than non-nasal
sounds, and voiceless sounds will occur less often than voiced sounds. Instead of a
neutral position, we now have thmost commoposition.

So, instead of invoking a mysterious speech-neutral position, it seems more
appropriate to explain privativity directly by arguments that start from the frequency of
occurrence of the feature values in the average utterance: the presence of a perceptual
feature like [nasal] is quantitatively different from its absence, because the latter would
not signal any deviation from the more common non-nasality. In §89.5, | will show that
differences in the phonological activities of various articulatory gestures can be related
directly to the listener’'s adaptation of recognition strategies to frequency differences in
the corresponding perceptual features. | will argue there and in chapter 13 that the
common values like [-nasal] are not absent, but only relatively invisible because of their
weak specifications.

1.2.7 Feature geometries

The above story gives rise to the following partial geometry of implications for the
presence of perceptual features; conjunctions are shown by “vertical” (solid) branches,
disjunctions by “horizontal” (stippled) branches:
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This figure only shows perceptual dependencies, so it does not show which features
cannot co-occur because of articulatory constraints; for instance, an aspirated sonorant is
easy [h]), but a sibilant sonorant would be much harder to produce. Some of the
implications have to be taken with a grain of salt, as it is not unthinkable that pitch is
perceived on voiceless syllables (as in Japanese), etc.

The implicational geometry for articulatory gestures is extremely flat, because of the
near independence of the articulators; as in (1.7), many features have values along a
continuous range:

vocal .- tense lip ,+ Closed blade . raised
folds *¥521 | \ /.4 critical AN A VUM wered
/2.1 approximant stricture ¢ _
stncturee— — - narrow ) s a constricted
bilabial r. - place S open distributed < - © glottise - adducted
labiodental " wide +~~ place “ gpread
(1.8)

The picture that arises from these geometries is rather different from the hybrid feature

geometries that have been proposed by Clements (1985), Sagey (1986), McCarthy (1988),
and Keyser & Stevens (1994). Those geometries will be seen to result from a confusion of
the roles of articulatory and perceptual features (ch. 19).

1.2.8 Conclusion

As the examples show, the relations of the traditional hybrid features with their supposed
articulatory and acoustic correlates are rather vague. Every instance of asymmetry
between articulatory and perceptual features causes problems to theories that do not
distinguish them. Therefore, now that phonological theories have gotten rid of the early
generative segmentality, binarity, representations, grammar organization, and rule
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ordering, the time has come to replace the content of the features with concepts rooted in
general properties of human motor behaviour and perception.

1.3 Hybrid, articulatory, and perceptual representations

The purpose of linguistic proposals for phonological representations is the efficient
description of phonological structures and processes. Derived from the evidence of
language data, the usual phonological representation of an utterance is a hybrid of
articulatory and perceptual specifications.

1.3.1 Hybrid representations

If we return to the English worttnse we see that linear phonology (Chomsky & Halle
1968) described it as a sequence of four bundles of binary features, sEjladnts
/t+e+n+s/. Theautosegmentalpproach (Leben 1973, Goldsmith 1976) stressed the
autonomy of the various features:

[+cor] [—cor] [+cor]
L
[—nas] [+nas] [-nas] (1.9)

This would seem phonetically more satisfying, as it reflects the independence of the
articulators and heeds two other principles that can be seen as consistent with articulatory
phonetics: th@®bligatory Contour Principle(OCP: “adjacent identical autosegments are
forbidden”) ensures that the single coronal gesturgnef is represented as a single
feature value, and thiéo-Crossing Constrain{NCC: “association lines do not cross on

the same plane”) ensures that the two successive coronal gesttésanél /ns/ are
represented as two separate feature values.

Important predictions of these representational constraints are that phonological
processes cannot change two non-adjacent identical elements at a time, and that they
cannot change only a single element out of a sequence of two adjacent identical elements.
Thus, they allow only a limited range of primitive phonological processeg]dikeking
and spreading From the functional point of view, these processes are advantageous if
delinking is seen as the deletion of an articulatory gesture, and spreading as the change in
the timing of an articulatory gesture, often in order to compensate for the loss of another
gesture; for instance, in the common process of place-assimilation of nasds ¢
[mb]), the coronal gesture is deleted, and the labial gesture is extended in such a way that
the nasal still has consonantal perceptual properties. However, this interplay between
articulatory and perceptual needs could not be expressed in autosegmental phonology,
because articulatory features like [closed tongue blade] could not be distinguished from
perceptual features like [consonantal].
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The advent of theories of privative features (81.2.6), whose presence is qualitatively
different from its absence, brought phonology again somewhat closer to function. In the
interpretation of Archangeli & Pulleyblank (1994), the representatigren$/ is®

[cor] [cor]

t € n S

[nas] (1.10)

Theories of Feature Geometry (Clements 1985, Sagey 1986, McCarthy 1988) subsumed
the features [labial], [coronal], and [dorsal] under the [place] node, the features [voiced],
[spread glottis], and [constricted glottis] under the [laryngeal] node, and all features
together under thrOOT NODE For instance, a partial representatiorftefis/ along the

lines of Archangeli & Pulleyblank (1994) would be

[cor] [cor]
[+nas]
place tier
root tier
laryngeal tier
[-voi]  [+voi]  [-voi] (1.12)

Articulatory detail was put under the relevant articulator node: the [coronal] node
dominates the featurecgnterior], and the [labial] node dominatedabiodental]. The
idea of this implicational interpretation of feature geometry is that if a node spreads, the
dependent features also spread; for instance, place assimilatiamfpfcan only give
/mf/, never/mf/, because [labial] cannot spread without its dependent [labiodental].

Directly under the root node are those features that we would associate with
independent articulatory tiers, for instance, [nasal]. The features that do not spread, except
if the whole segment spreads, can be seen as part of the root nodem&imselass
features it will come as no surprise, are exactly the perceptual features [sonorant] and
[consonantal].

The remaining traditional feature [continuant] causes the greatest problems. If it is
associated with the stgipicative distinction, it should be dependent on each articulator
tier, and, indeed, we see that clicks in NanBeach 1938) can have separate
specifications for continuancy on their coronal and dorsal articulators. A neaistonput
the feature [continuant] there is the fact that continuancy does not necessarily spread if
the articulator spreads.

In chapter 19, | will show that only implicational hierarchies as in (1.7) and (1.8) can
be maintained, and that the place node and the problems with [continuant] are illusions
caused by the interaction of more fundamental perceptual and articulatory phenomena.

9 The interpretation of the NCC and OCP implicit in (1.10) is the only alternative that stays compatible with
the gestural analogy. It makes it hard to describe long-distance anti-repetition phenomena as OCP effects,
but this is actually an advantage, as shown in chapter 18.
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Finally, theories of metrical phonology (Clementsk&yser1983, Hyman 1985,
McCarthy & Prince 1986, Hayes 1989) would propose hierarchical structures like (after
Blevins 1995):

O (syllable)

Rhyme
Nu?leﬁs\
(N N N
t € n S

(1.12)

In this work on Functional Phonology, | will not touch metrical phenomena like accent,
stress, and rhythm, because these have no obvious functional correlates in the speech-
production and perception systems other than purely organizational principles: if we want
to know what those principles are, we can only look at how languages handle them, and
the current bottom-up approach, which starts from physiological principles, seems
impossible.

1.3.2 Articulatory phonology

An interesting attempt to get at least one of the representations rigirtjcislatory
Phonology (Browman & Goldstein 1984, 1986, 1989, 1990a, 1990b, 1992, 1993): each
articulator has its own tier, and thestural scoras a representation of the values on all
relevant tiers. For instance, Bird & Klein (1990) give the following gestural score for the
English word/tens/:

4 )
Tip closure, alv closure, alv critical, alv
Body mid, palatal
Velum wide
Glottis wide wide
- / (1.13)

This representation shows the three overlaps between the four consecutive segments: the
glottal widening, needed to make the stop voiceless, is continued after the release of the
stop, giving the result of aspiration or a voiceless vowel; the lowering of the velum before
the closing of the tongue tip causes nasalization of the preceding vowel; and the raising of
the velum before the lowering of the tongue tip, which is needed to create the conditions
for sibilant noise, causes an intrusive stop (silence + burst) to appear bétween /s/

(Sievers 1876: 141; Fourakis & Port 1986; Clements 1987).

10 |n this book, I will only talk about the variant without phonologization of the plosive, i.e. without the
glottal stop that English interposes between a short vowel and a following voiceless plosive.
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In Articulatory Phonology, the values on the tiers represent immediate articulatory
specifications only: these are the proximal targets of speech production and implement the
forward path that we saw in the top left of figure 1.1, typical of skilled motor behaviour.
But the auditory system will monitor the acoustic result, and the spéiakemer will
assess the faithfulness of the perceptual result to the original perceptual specification:
between the stretches of gestural specification in (1.13), for instance, the articulators
return to their neutral positions, but the freedom of the articulators to go anywhere
depends on the local perceptual specification of this utterance.

As a theory of phonology, therefore, Articulatory Phonology neglects the organizing
power of perceptual invariance and segmental linearization. The solution to this problem
involves a radical discrimination between the underlying perceptual specification,
candidate articulatory implementations, and perceptual surface representations.

1.3.3 The specification — articulation — perception triad

All the representations that we saw in 81.3.1 were proposed on the basis of studies of
phonological structures and processes: the top-down approach. In this paper, | will use the
bottom-up approach: to derive what languages could look like, starting from the
capabilities of the human speech-production and perception system.

When turning a set of functional explanations into a theory of phonology, the first step
is to posit the existence oinderlying forms In perceptuomotor terms: the intended
effects of one’s movements on the environment. In speech terms: specifications of how
my utterances should sound. We can see in figure 1.1 why phonology is different from
other parts of the grammar: as a control mechanism for motoric events, it contains a
feedback loop, which compares the perceptual result of the utterance with its
specification. My hypothesis is that all strata of our phonological system mirror this loop,
although it can only actually be proven to apply to phonetic implementation. This
approach allows various degrees of abstractness in underlying specifications at each
stratum, and the output of each stratum will generally be different from its input.

Thus, | propose the following three representations within each stratum:

1. Specification:

The underlying form (input), specified in perceptual features.
2. Articulation:

A candidate implementation, expressed on articulatory tiers.
3. Perception:

The surface form (output), expressed in perceptual features.

As an example, we show a fairly complete (“phonetic”) specificatiorytiars/ (the
symbols/t/ etc. are nothing more than mnemonic symbols for bundles of feature
specifications, reminding us of the predominant segmentality of English phonology;):
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Specify: /t/ /el /n/ /s/
timing CorX | V,X,oru| C, X,orpu| C, X, orp
coronal burst +

voice sonorant|  sonorant

noise aspirated sibilant
F1 open mid

F2 max

round

nasal +

(1.14)

where ‘C’ stands for ‘consonant’, ‘V’ for ‘vowel’, ‘X’ for ‘timing slot’, andu’ for

‘mora’. This specification contains exclusively perceptual features, whose content was
discussed in 81.2.5. The criterion for entering a specification in this table is the answer to
the question whether the value of that feature matters for the recognition of the utterance
as more or less representing the English weeds/: only the values that seem to matter
most, are visible in (1.14). The formalization of the vexdtterand the adverbial phrase
more or lesswill be presented in §10.1.

Besides the values of perceptual features, the table also specifies relations of
simultaneity and precedence between the features. Thus: there is an “open mid”
specification somewhere; tifiest segment is specified as voiceless (simultaneity relation
between C and [voiceless]); there is a link between voicelessness and sibilancy; aspiration
precedes voicing; a V precedes [nasal]. The specification also implicitly tells us what
shouldnot be there: no labial burst (because there is no labial specification), no voiced
sibilancy (because these features are not simultaneous); no nasality during the vowel
(because the privative feature [nasal] is not specified for the vowel).

The usual articulatory implementation Atns/ in English and its perceptual result
are as follows:
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Articulate:

tip closed open closed critical
body open

velum closed open closed
glottis wide narrow wide

lips spread

Perceive:

silence + +
coronal bu. tr. side bu. cont
voice sonorant
noise asp sibilant
F1 open mid

F2 max
rounding
nasal +

th | ¢ | € n t s

(1.15)

Articulation . In the articulatory representation, time runs from left to right on each tier,
and the tiers are time-aligned; thus, there are no simultaneous articulatory contours in this
example. The specification on each tier is complete, for consonants as well as for vowels.
From all possible articulations that implemétins/, table (1.15) shows the one that
involves the fewest contours. The openness of the tongue body and the spreading of the
lips are only needed for giving the correct vowel height dutirigDuring the other parts
of the utterance, these shapes may remain the same, since they would not interfere with
the perceptual invariants ¢f/, /n/, and/s/; here, a less spread lip shape would give
almost the same perceived utterance, thougbnagpletdabial closure must be forbidden.
In reality, lip spreading is achieved during the closurét4fand undone duringn/ or
/s/; this is related to the fact that the active maintenance of lip spreading costs more
energy than keeping the lips in a neutral position. Thus, there is a conflict between two
aspects of laziness: minimization of number of contours and minimization of energy (for
the formalization of this conflict, see §7.2).

Perception In the representation of the uncategorized (“acoustic”) perceptual result, time
runs from left to right on each tier, and the tiers are time-aligned with each other and with
the articulatory tiers above. If a feature has no value, no value is shown (see the noise
tier); for some binary features, only positive values are shown, suggesting privativity
(89.9). In the perceptual score, many features are specific to either the consonantal or the
vocalic class of sounds, in line with the implications shown in (1.7).

A complete (i.e., intervocalic) plosive is represented as a sequence of (pre-
consonantal) transition (tr), silence, and release burst (bu). On the coronal tier, [side]
means the acoustical correlate of the oral side branch with a coronal closure (barely
distinguishable from other oral closures), and [cont] means a continuant coronal sound.
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Microscopic transcription. Though the set of perceptual tiers is the ultimate surface
representation of the utterance, a linear transcription would be more readable. Because all
phonetic details will be involved in assessing the faithfulness relations between
specification and output, such a transcription should be very narrow. Instead of a
traditional narrow transcription likg"gn's], we shall use a transcription that introduces a
new symbol in the string every time that any perceptual feature changes its value. For
instance, the coronal gesture/ita/ will normally be heard as transition + silence +
burst; this will give[[at™_ta]] in amicroscopic transcription

» A transition is denoted in microscopic phonetic notation as an unreleaseft'§top:
« Silence is denoted by an underscdgré:
* A release burst is denoted by the symbol for the stop ifsglf:

Thus, a readable shorthand for the perceptual resfithsgn_ts]]. The[h] part could
equally well be transcribed as a voiceless vdwel

1.4 Formalization of functional principles

We see that the specificati¢ptgns| (1.14) and the perceptual res|fitheén_ts]] (1.15)

are different: there are several aspectardfithfulness of the perceptual result to the
specification. These differences arise through properties of the speech-production system,
and their interactions with properties of the speech-perception system. The properties and
their interactions will be formalized in part II: functional principles can be expressed
explicitly as gestural constraintsthat evaluate articulations, and fsthfulness
constraintsthat evaluate specification-perception correspondences.

At this point, the phonologically oriented reader may jump to chapter 6. In chapters 2 to
5, | will describe a physical-mathematical model of the “automatic” relations between
articulation and acoustics.



2 Articulation model*

Abstract. This chapter describes a model which represents the entire vocal apparatus as a structure of tubes
with moving walls. The model is capable of simulating more features of the interaction between myo-
elastical and aerodynamical properties, than any previous model.

While we are investigating the relation between articulatory and perceptual features of
speech sounds, it would be advantageous to have an articulatory-acoustic model that
could produce almost any speech utterance. As existing models had too few capabilities
to cope with all the physical phenomena that are used in speech, | designed a
comprehensive model of the speech-production apparatus, including lungs, glottis, and
vocal and nasal tracts (Boersma 1991, 1993a, 1995). The coming chapters describe the
construction of thigrticulatory synthesizem detail. Chapter 2 shows how, starting from

the activities of the main muscles involved, the model computes the target positions and
tensions of the articulators. Chapter 3 shows how the realized positions and motions of
these structures are computed numerically, simultaneously with the acoustic output.
Chapter 5 puts the model to the test, showing that it can faithfully simulate many physical
speech phenomena. In parts Il and lll, the articulation model will be used, together with
the auditory model of chapter 4, to support explanations of cross-linguistic tendencies in
phonetic implementation, sound structures, and autosegmental phonology. The reader
who prefers to dive into phonological problems directly, can jump ahead to chapter 6;
knowledge of chapters 2 to 5 is not needed for understanding parts Il and lll.

2.1 Requirements

The vocal tract can be viewed as a structure of ducts (channels that contain air). Human
speech uses the following structural properties of these ducts:

» some of the ducts are open to the atmosphere at one end (lips, nostrils);
» some ducts are closed at one end (diaphragm);
» some ducts branch into two others (pharynx - mouth - nose).

Moreover, human speech takes advantage of the following physical properties of these
ducts:

« the walls of the ducts yield to air pressure and are able to vibrate passively under the
right circumstances (vocal folds, uvula, tongue tip);

* noise is generated wherever turbulent conditions arise (fricatives, release bursts);

 the lengths of some ducts vary in time (in lip rounding, ejectives, implosives, tongue
position).

1 This chapter is a longer version of the first halves of Boersma (1991) and Boersma (1993a).
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To be acceptable as a tool for research on articulation-perception relations, the model
should be able to produce almost any speech utterance. It achieves this by being:

a. comprehensive all the regions of the vocal apparatus (lungs, glottis and vocal tract
proper) are treated as consisting of air-filled cavities with walls that can be seen as
adjustable mass-spring systems;

b. principled: the acoustic output is computed from basic physical laws, without some
of the approximations usually found in the literature.

Several choices have to be made with regard to the specification of the input to the model,
the modelling of the articulators, and the generation of the acoustic output. These will be
addressed in the rest of this section.

2.1.1 Specification of the input: muscle activities or tasks?

Because the positions and shapes of the articulators are the immediate targets of speech
production (81.2.2), theasksof the task-dynamic approach of Kelso, Saltzman, & Tuller
(1986) and Browman & Goldstein (1986, 1990) would be appropriate as input to an
articulatory synthesizer in a result-oriented application like a text-to-speech s¢siem.
purpose, on the other hand, is to investigate the acoustic consequences of articulatory
activities. Therefore, we should be able to view all the relevant muscles as independently
controllable, and coordination should bequired a model that can predict anything
about sound systems should be able to describe the interplay between articulatory
implementations and perceptual specifications from the standpoint of the language learner
who has not yet built in coordinative articulatory tasks. Rather, these tasks should follow
from that model. Therefore, the input to our model shouldhbscle activitiesnot tasks:

the articulatory input specifications initially control the lengths and tensions of the
muscles, not the positions of the articulators.

In some places, | will simplify a synergistic group of functionally related muscles and
replace it by one articulatory parameter. Every articulatory parameter can thus be said to
represent an articulatory degree of freedom. | will not go as far, howevPBerasr,
Loevenbruck & Payan (1996), who minimize the degrees of freedom inside the vocal tract
to seven.

2.1.2 Controlling the muscles

We model the muscles (and, therefore, the walls of the ducts) as mass-spring systems. As
the input to the model is formed by the activities of these muscles, we will have to decide
which of the properties of the muscles are the variables controlled directly by the
activities. One candidate is tleguilibrium length of a muscle: the myotatic reflex loop
(fig. 1.1; 81.2.1) is thought to be capable of keeping the muscle at a constant length,
independent of its load, and muscle spindles are found in many places in the vocal tract
(Gentil 1990), so we will control muscle length in most cases.

On the other hand, thstiffnessof a muscle also changes with activity: a contracting
muscle becomes harder to stretch, so stiffness control is advocated by Perrier, Abry &
Keller (1989). However, even if the only controlled variable of each muscle is its rest
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position, the walls of the tubes still consist of muscles with fibers tangential to the walls,
and if these muscles are stretched by external forces, the force (but not the stiffness)
inside the muscles will increase, which causes the normal (perpendicular) tension
(stiffness) of the wall to increase. Thus, even if all muscles are modelled with constant
stiffness, some mass-spring systems must be modelled as stiffness-controlled. The same
stiffness is therefore responsible for the velocity with which the equilibrium position is
restored.

2.1.3 Smooth trajectories

A desirable property of any articulator model is the smoothness with which the articulator
should approach its target position. According to Nelson (1983), the trajectory taken can
be imagined to minimize duration, force, maximum velocity, energy, or jerk, while
Kawato, Maeda, Uno & Suzuki (1990) propose minimization of torque change.

Coker (1968) modelled the smoothness of the trajectory in an ad-hoc way using
“simple low-pass filters”. Kelso, Saltzman, & Tuller (1986) modelledtélsksas mass-
spring systems and theusclesas instantaneous followers of the tasks; exactly why such
aphysiologicalcontrol mechanism should show smooth behaviour, other than for the
sake of gohysicallyrealistic outcome, remains unclear. A similar ad-hoc approach is
advocated by Browman & Goldstein (1984), who use sine shapes to interpolate gestures.
By contrast, my approach of modelling not the tasks, but the walls of the cavities, as
mass-spring systems, has the advantage that target positions may change instantaneously;
no ad-hoc constraints on the smoothness of tasks or stiffnesses is necessary. Because of
the inertia of the walls, a smooth trajectory will still result; with a critically damped
spring the wall will typically approach its target position exponentially.

Finally, Perrier, Abry & Keller (1989) model the stiffness as a sinusoidally varying
function of time, because a natural trajectory (there and back again) resembles a sinusoid.
However, that is the trajectory characteristic obladampednass-spring system. Under
the paradigm of stiffness control, Perrier, Abry & Keller (1988) maintain that modelling a
muscle as a single (“lumped”) damped mass-spring system gives poor results (with
overshoot and time-direction asymmetry), and prefer an approach with distributed
springs, in which they control articulator position by varying the stiffnesses of the
muscles that pull the relevant articulator; i.e., ¢lg@ilibrium point of the articulator is
determined by the relative stiffnesses of the muscles involved, and the speed with which
this position is arrived at is determined by the average stiffness of these muscles. This
model was later defended in Perrier, Ostry & Laboissiere (1996) and Perrier, Lcevenbruck
& Payan (1996), implemented for the tongue Rwrkell (e.g., 1996), and is used in
current vowel research (Payan & Perrier 1996). However, Perrier et al.’s criticism would
not hold for length-controlled systems; e.g., if the mass-spring system is at least critically
damped, there will be no overshoot, and the system is invariant under time reversal.

2.1.4 Aerodynamic-myoelastic interaction

Modelling the muscles (and not the tasks) as mass-spring systems, allows as to take into
account the influence of the air pressure on the walls in a natural way.
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2.1.5 Timing

Fowler (1980) argues that the timing of articulatory gestures is not extrinsically controlled
by things like syllable boundaries or incompatible articulatory specifications, but instead
is an integral part of the mental specification of the motor plan for each segment. The
present articulation model is indifferent to the distinction between the two positions,
because timing strategies must reside on a higher level of abstraction than implemented
here: we just tell each muscle when to contract. Intrinsic timing, if it exists, must be a
property of coordination, i.e., it would reside at the articulatory task level, which we do
not model. The theory of functional phonology, howevemas indifferent to timing
models: in 819.1.8, we will see that the dichotomy between models of “feature spreading”
(an example of extrinsic timing) and “coproduction” (intrinsic timing), both of which are
supported by the data, actually corresponds to the dominance of different functional
constraints: linguistically, it is the compatibility wigherceptual not articulatory,
specifications that can extrinsically influence the timing of articulatory gestures (81.2.2).

2.1.6 Generating acoustic output

Most speech synthesizers rely on direacbusticsynthesis. These synthesizers are
designed to produce understandable and natural-sounding output in a text-to-speech
system, and are not suited for investigating articulatory-perceptual relationships. Many
articulatory synthesizers separate the vocal tract into a source and a filter part, that
function relatively independently of each other. With these synthesizers, we could reliably
model the interaction between articulation and some spectral properties of vowels.
However, many vocal-tract properties that are used in languages for contrasts between
consonants, cannot be modelled.

The algorithm most widely found is the reflection-type line-analog synthesizer of
Kelly & Lochbaum (1962); it was reimplemented by Rubin, Baer, & Mermelstein (1981),
Allwood & Scully (1981), Liljencrants (1985), Kroger (1990), and Sculgstelli,
Brearley, &Shirt (1992), and is currently used in an articulatory synthesizer (Rubin,
Saltzman, Goldstein, McGowan, Tiede, & Browman 1996) which is used in research on
the relation between articulation and perception (McGowan 1994). Though Liljencrants
(1985) adds a large number of physical phenomena as perturbations to the original line
analog, tube lengths that vary in space and time can still not be modelled. Another
algorithm is by Maeda (1982, 1988, 1990); this is used in current research on “speech
mapping” (Abry & Badin 1996), vowel systems (Boé€, Schwartz, Laboissiére, & Vallée
1996), iterative acoustics-to-articulation inversion (Laboissiére & Galvan 1995; Perrier,
Loevenbruck & Payan 1996), and a learning model (Bailly 1997). Though Maeda’s model
does use varying tube lengths, it still does not model walls that yield to the aerodynamics,
other than for purposes of computing a source of damping. This means that both Maeda
(1982) and Liljencrants (1985) had to leave out the glottis and vocal folds from their
model; instead, a voice source is posited separately. It will be clear that these methods
have trouble simulating myoelastic-aerodynamic interactions such as those between the
vibrating vocal folds and the resonating vocal tract, and this is why the ‘current research’
mentioned above focuses on the articulatory-acoustic relationshipsvefs
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The drawbacks of the simple methods mentioned above were well-known to the
people who designed them, but the rationale was:

“Although there are synthesizers which have more sophisticated and realistic models of the
acoustic sources and of the area function to sound transformation (e.g., Flahayjat975;
Flanagaret al, 1980), these systems are too computationally inefficient to serve as interactive
research tools on equipment which is generally available to most laboratories.” (Rubin, Baer &
Mermelstein,1981)

Similar considerations led to Sondhi & Schroeter’s (1987) hybrid time-frequency-domain
articulatory synthesizer. With the advent of faster computers, however, it is now time to
take advantage of more sophisticated methods, like the one described in this book.

A model explicitly constructed with the purpose of investigating the interaction
between the voice source and the vocal tract is the two-mass model of the vocal folds by
Ishizaka & Flanagari1972). However, they modelled the vocal tract very differently
from the vocal folds, which undergo a rather special treatment, and though their
myoelastic equations (for the vocal folds) contain an air-pressure term, their aerodynamic
equations do not reflect wall movement correctly, not even when they later included a
dynamic vocal tract (Flanagan, Ishizaka, & Shipley, 1975, 1980).

For our purposes, we need to combine the advantageous properties of all these
models:

1. We should like to extend the two-mass model to include the entire wall of the vocal
apparatus, without neglecting the ‘pumping’ brought about by moving walls (which
Flanagan & Ishizaka (1977) stated to be negligible for the vocal folds, but which is
surely a major phenomenon in obstruent consonants).

2. We require that the lengths of the tube sections are allowed to vary in space and time.

3. We require that all the walls are allowed to yield to changing air pressures.

We will see in chapter 3 that the mathematical problem can be solved numerically. Table
2.1 shows the availability of some properties desirable for simulating consonants, in
several existing articulatory synthesizers. The model described in this book extends

Table 2.1 The inclusion of several desirable physical features in various synthesizers.

Liliencrants Maeda Flanagan et al. This book
(1985) (1982) (1975)

space-varying tube lengths no yes no yes
time-varying tube lengths no yes no yes
glottis-tract interaction no no yes yes
pumping and sucking no no no yes
volume control (lungs) no no no yes
monopole noise source yes no yes yes
dipole noise source no no no no
boundary layer viscosity yes yes
Hagen-Poiseuille viscosity yes yes
air/wall heat conduction apx no no no

heat conduction in air no no no no
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Fig. 2.1 Simplified mid-sagittal view of our model of the speech apparatus (not drawn to scale). The

model features a sequence of 89 straight tubes with walls consisting of masses and springs.
The leftmost of these tubes is closed at the diaphragm, the rightmost tubes form the openings
between the lips (and between the nostrils, which are not shown) and are open to the
atmosphere, where fluctuations in the airflow are radiated as sound. The glottis is represented
by two tubes (shown as one here), which are treated exactly the same way as all other tubes.
The speech muscles can alter the rest positions and the tensions of the springs. Some of the
masses are connected with springs to their nearest neighbours. Not shown are: the coupling
springs that connect masses to their neighbours; the springs and massesdinettteon
(perpendicular to the paper); the nasal tract.

Flanagan’s two-mass model of the vocal folds to include the entire speech apparatus,
while treating the aerodynamics in a more principled, less ad-hoc, and more consistent
way (the “apx” and “no” in the row labelled “dwall heat conduction” are explained in
83.3).

2.2 Overview of the articulation model

Figure 2.1 shows a simplified picture of our model. As a model of the human vocal
apparatus, it is a straightened approximation to the curved shapeseuititteespeech
apparatus: the pharyngeal, oral, and nasal tracts, the glottis, and the lungs. It consists of a
sequence of straight tubes that contain air. Air is forced to flow into and out of these tubes
as a result of its mass inertance and its elasticity. One source of acoustic output is derived
from the airflow at tube boundaries that are open to the atmosphere (like the right
boundary of the rightmost tube in figure 2.1): it is the sound radiated from the lips and
nostrils into the atmosphere.

The walls of the tubes yield fwressure changesAt the same time, the equilibrium
positions of the walls can be adjusted by the articulatory muscles. The walls are,
therefore, modelled as mass-spring systems. The tensions of some of these springs can be
adjusted, too. This reflects the ability of the vocal folds to produce tone differences, and
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the ability of the supralaryngeal musculature to distinguish fortis and lenis obstruents.
The second source of acoustic output is the sound radiated fronoteg masses

The main source of energy in the tract is the variation of lung pressure. In some
models, the lungs are modelled as an ideal pressure source. In our model, lung pressure is,
more realistically, brought about by decreasing the lung volume, i.e., reducing the neutral
width andor length of the three leftmost tubes in figure 2.1 (as we will see in §82.6, the
real model has more parts than that). The modelling of the respiratory mechanism as
lung-volume controlrather than as an ideal pressure source, expresses the fact that the
lungs have a finite capacity. Furthermore, the subglottal formants will appear naturally in
our model.

The walls of a tube, which are nearly parallel, oanillateif they are close enough
together and there is sufficient airflow along them. This follows automatically from the
aerodynamic and myoelastic equations. Thus, the vocal folds can easily vibrate in this
model. Nothing withholds other articulators, though, from vibrating as well; tongue tip,
uvula and lips are likely candidates for producing trills.

If the particle velocity exceeds a certain threshaolmiseis generated immediately
downstream from the constriction; the portion of the kinetic energy that is converted into
turbulence depends on the relative widths of both tubes involved.

The lengths of the tubes do not have to be equal. The upper part of the glottis, for
instance, may be 1 mm thick, whereas in other regions, the tubes can be as long as 10
mm. More important, though, is the advantage of allowing the lengths of tulbasyto
with time This permits us to model appropriately the lengthening and shortening of
certain tubes that is caused by lip rounding, dorsal constriction, or up and down
movements of the larynx.

The articulatory synthesis is divided into two parts:

1. From muscle activities to tract parameters (chapter 2).
2. From tract parameters to sound (chapter 3).

For every moment in time, we compute as the output of step 1, the following tube
parameters, which form the input to step 2, for each tube section:

+ equilibrium (target) position (width)yg,

* target lengthixg

* target “depth” (the third dimensiof,,

* massm

« linear and cubic spring constatt® andk®

« relative damping factdB,pen reifor the moving masses

« linear and cubic tissue stiffness constafitsands® (during collision)
* relative damping factdBgyseq rei(during collision)

An extra parameter of each tube is its numbgravéllel subdivisiong82.3.7); this does
not change over time.
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Fig. 2.2 Mid-sagittal view of one tube, showing one of its springs and both movable masses. The

articulatory muscles can directly adjust the rest positignthe linear spring constakt?,

and the tube lengthx, and may also indirectly vary the mamsthe dampin@open and the

cubic spring constark®). All these parameters, plus the air pressure inside the tube,
determine the development of the state of the tube wall, which is represented by its
displacemeny and its velocitydy/dt.

2.3 The springs and the masses

Every tube is supposed to be enclosed along/es in figure 2.1, by two opposing
walls that consist of one mass and one spring each (see figure 2.2). For each tube, both
masses and springs have identical properties.

2.3.1 Equation of motion

The acceleration of one wall in tlyedirection is derived from the following equation,
which gives the total force on this wall:

2

% = tension force + collision force + damping force + air pressure force  (2.1)

m
wherem is the mass of either wall (in kg), ands the displacement of the wall from the
horizontal midline in figure 2.1 (in metres); thus, in our case of two opposing walls with
equal properties, the distance between these walls (the width of the opening between the
two masses) idly = 2y. The massn need not be constant, because it is the part of the
wall that actually moves; it could slowly vary in time as a function of the tension in the
wall.

2.3.2 The tension force

Thetension forcgrestoring spring force) is the force in the spring that tries to bring the
wall to its neutral (equilibrium, rest) position. It is due to the tension of the muscles inside
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Fig. 2.3 The plucked string. On the left: the forces. On the right: the force as a function of
displacement, foI’_eq = 0.9L, and a maximum displacement£8.3L, (eq. 2.4). The dotted
line represents its two-term approximation (also eq. 2.4).

the wall (e.g. vocalis muscle, pharyngeal constrictor muscles) and to the tension of the
muscles that pull the edges of the wall (e.g. cricothyroid muscle). Figure 2.3 shows a
model of a string with a constant stiffndsgratio of force and longitudinal extension
beyond the equilibrium length), which is plucked at the centre in the transverse direction.
If the displacement ig, the length of the string becomes

| 2
L(y) =2, ¥* +($L(0)) (2.2)
whereL(0) is the length of the unplucked string. The force inside the string depends on
the difference between its current Iengl(y) and its equilibrium length., which is
generally smaller thab(0):
Fy = 2k {3 L(y) ~ 3 Leg) (2.3)
The restoring force at the centre thus becomes
0 L 0 L 8ky>L,
_ y _ eq 0 eq O 8Ky"Leg
Fqo =2F,—~ = 4kyd - — = 4kyd - + (2.4)
50 B g et R TIOE LoP

where the last step is an approximation for small displacements. For very small
displacements, the force is proportional to the displacement, unless thel@nhgihthe
unplucked string equals its rest length, i.e., if the unplucked string was not stretched,

in that case, the force is proportional to the third power of the displacement. For our
model, eq. (2.4) tells us that if the walls are not in contact with each other, the (signed)
tension force can be modelled as a “hard” force:

tension force = k(l)(yeq = y) + k(?’)(yeq - y)3 (2.5)

wherek® is the linear spring “constant” (in/lh) of the spring, which may be a function

of muscle activityy,q is the equilibrium position of the wall, which can also be adjusted
by the articulatory muscles (e.g., posterior crico-arytenoid activity causes an increase of
Ayey = 2y in the glottis, risorius does the same for the lips, and expiration is equivalent
to reducingAye in the lungs), an#(® is the cubic spring constant (in/M3) of the
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Fig. 2.4 Three consecutive cross-sectional views of a closing tube, showing that the walls make
contact like a zipper (time runs from left to right). The cross segtigralways positive. The
distanceAy between the walls can be negative, as is seen in the last figure. There remains a
small leakagdymin between the walls, even if they are completely closed.

spring. For more circular-shaped elastic walls (say, the alveoli in the lungs), which have a
linear displacement-stretch dependence, the cubic spring constant may be 0.

2.3.3 The collision force

When the two masses approach one another, they collide and fold into each other. The
masses are not exactly parallel, so the collision is not simultaneous for all points along the
z-axis. Figure 2.4 shows a series of cross-sectional views of our stylization of this
process; the walls smoothly close upon one another, like a zipper. The cross-sectional
areaA of a tube equaldy [z if the distanceAy between the walls is larger thaidy.

For smaller distances, the cross section is determined from figure 2.4, where we see that it
can even become negative. The akehowever, cannot be negative, or our physical laws
would not work any longer. What's more, our choice of modelling the walls as flat
surfaces means that the arkacannot even be a very small positive number: if we
allowed very small values && (which would appear wheAy comes near-dy), the
aerodynamics would show unrealistic behaviour. This is because the existence of very
small values of the volume of air in a tube with a constant cross-sectional shape along its
length would cause very high positive or negative pressures to arise immediately before
or after the moment of contact. We shall circumvent this by allowing a very small leakage
Aynin through every tube, so that we can write the width of the opening as a function of
the z-coordinate, which runs from 0 #z:

DY) = By + max[ Dy - &+ 22 (26)

giving for the average widtiAy),, a smooth function of the distanagy (i.e.,
differentiable in-dy and indy), which is always positive:
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Ay + Aymm for Ay = oy
(ay),, Idsz(z) = E(éy 5y + Ay, for—dy<Ay<dy (2.7)
@ymm for Ay < -oy
and for the cross sectigh
A=(dy),, Oz (2.8)

A good value forAy,,, is 0.01 mm: in this case, the relative change# iduring a
sampling period are not too large @ = Ay,,,), while the amount of air that leaks
through the orifice is negligible due to the large viscous resistance.

The collision gives rise to eollision forcewhich represents the reaction of the tissue
against being pressed together. Every part of the wall is compressed to a depth that is a
function ofz (cf. eq. 2.6), theompression depth

. 2z0y -4Ay z
=-1 - = = 7 -
dy(2) = -1 mm%),Ay &+ =2 @ max@), . AZ@@ (2.9)
The average compression depth alongzttieection is
[0 for Ay = oy
I E(BL/_ V) for-dy<ny<dy (2.10)
Az 8dy

Q—ZAy for Ay < —dy

The average cubed compression depth along divection is

for Ay = oy
Az _ 4
<d§>av = %dg(z) = %% for — 8y < Ay < &y (2.11)

B—%Ay(Ayz + 5y2) for Ay < —dy

The force due to the linear part of the stiffness can be computed from the average linear
compression depth, and the cubic part is computed from the average cubed compression
depth:

Dy - A2 By - Av)?
E,b (y—4y)”  s7(%—4y) or -8y < Ay< &y
collisonforce=§ 8% 640y (2.12)

%%s(l)Ay - %s(g’)Ay(Ay2 + 5)/2) for Ay < —dy

wheres\D) ands® are the linear and cubic stiffnesses of a wall, respectively. This force is
a smooth function of\y (it is differentiable in 8y and indy).

Our modelling the walls like zippers should not be mistaken for an attempt to simulate
actual asymmetric wall behaviour; rather, it is a numerical trick with the objective of
ensuring smooth area functions.
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2.3.4 The coupling force

If the tissue of the walls of tubma is elastically connected to the walls of the adjacent
tubesm-1 andm+1 (not shown in figs. 2.1 and 2.2), the walls of tobmay experience a
force in the direction of the other walls. Theomponent of this force is expressed as

k,(%,)m-l(()’m—l - qu,m—l) - (ym - yeq,m)) + kr(T?,)m—l((ym—l - yeq,m—l) - (ym B yeq‘m))s -; (2.13)

+ kf%-)l-]_,m((ym'l'l - yeq,m+1) - (ym - yeq,m)) + ktgri)-il.,m((ymﬂ B qu,m+1) B (ym - yeq,m))

where thek are the linear and cubic coupling constants. These forces play a role in
determining the motions of the upper and lower parts of the vocal folds with respect to
each other.

2.3.5 The damping force

The damping forcds due to internal friction in the tissue. It tries to bring the velocity of
the moving wall to zero. It is proportional to this velocity:

: d
damping force = —(BOpen + Bdosed)d%/ (2.14)

whereB,¢,is the damping (in kip) of the spring, which depends on the properties of the
tissue and dynamically also dd?, k®, andm, and BeioseqiS the damping inside the
compressed tissue, if the walls are in contact. These dampings are expressed relative to
the critical dampings as

Bopen(t) = Bopen,rel 2\ keff (t)m : Bclosed (t) = Bclosed,rel Z\Seﬁ (t)meﬁ (t) (2-15)

(Critical damping is the damping that allows a spring to reach equilibrium as quickly as
possible without oscillations.) We prefer to have damping that is constant relative to the
true critical damping, which involves the cubic spring constants. Otherwise, the relaxation
times of the oscillations would be longer in the cubic-force region than in the linear-force
region, instead of the other way around. Therefore, we write the dynamic spring
‘constant” as

d(tension force)
oy

The effective mass for the collision is the mass of the part of the wall that touches the
opposing wall:

ket = - = k® + 33y - y)° (2.16)

(D for Ay = dy
My = %né)’z';y for — &y < Ay < &y (2.17)
En for Ay < —-dy

The effective stiffness is (remember tidgt= 2y):
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Ep for Ay = dy
d(collision force) By - Ay A . 1.0 2
= - = s + 28 (dy — Ay for —dy< Ay < dy
dy 0 2%y ( i ) ) (2.18)
%(1) +10 (3Ay2 + 5y2) for Ay < —dy

2.3.6 The air pressure force

If the air pressure inside the tube is greater than the atmospheric pressaireprbesure
force will try to push the walls apart; if the pressure is less than the atmospheric pressure,
the force will try to pull the walls together:

air pressure force = PAxAz (2.19)

whereP is the mean air pressure inside the tubeis the length of the tube, af the

third dimension (“depth”) of the tube, makidxAz the area of the wall. This term
expresses one side of the coupling between the myo-elastics and aerodynamics of the
vocal apparatus and is responsible for many consonantal features in the languages of the
world and for the periodic vibration of the vocal folds.

2.3.7 Parallel subdivision

In some regions of the vocal apparatus, the tubes are subdivided into a number of parallel
branches: inside the nasal cavity, there are two to eight parallel branches, and we model
the inferior part of the lungs as having many parallel equal branches (fig. 2.6). This
branching has an influence on the viscous resistance that the air particles experience when
moving along the walls.

2.3.8 The z direction

In the z direction (“depth”) of the tubes, which is perpendicular to the longitudigal (
“length”) direction and also perpendicular to the direction in which the walls can collide
(they direction, “width”), the walls are also modelled as mass-spring systems, though
they cannot collide and are modelled as exactly parallel. Thus, every tube has at least four
walls. At the remaining two ends, the tube has a boundary, through which it is usually
connected to a neighbouring tube, as described in the next section.

2.4 From muscles to tract shape
To derive the tract shape at every moment in time, we need as parameters both constant

speaker characteristics and time-varying muscle activities. The structure of the vocal
apparatus does not change in time: the number of tube sections does not change, nor do
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Fig. 2.5 The four types of tube boundaries in our moda).  closed boundaryp) an interface
between two tubes with different lengths) @n interface between three tubes with equal
lengths; €l) an open boundary, i.e. a sound-radiating interface with the atmosphere.

their connections to their neighbours. Figure 2.5 shows the four kinds of connections a
tube can have to its neighbours:

(a) The boundary is closed. In the vocal tract, this happens at the diaphragm.

(b) The boundary is an interface to one other tube. This is the most common case. It
means that adjacent tube sections form an unbranching duct.

(c) The boundary is an interface to two other tubes. This represents a branching, like the
velopharyngeal port. The three tubes involved are all treated in the same manner, i.e.,
we could say that the pharynx branches into the oral and nasal cavities, but we could
equivalently say that the nasal cavity branches into the pharyngeal and oral cavities.
For numerical reasons, the lengths of the three tubes are forced to be equal.

(d) The boundary is open to the air. Variations in airflow are radiated into the
environment as sound.

Sections 2.5 to 2.12 describe the structure of the vocal apparatus in terms of these four
boundary types, together with the speaker-dependent parameters of the tubes and their
walls.

2.5 Speaker properties

Every tube in our model must be specified with its own rest length, width, depth, tension,
damping, et cetera. All these properties are speaker-dependent. In order to reduce the
number of independent parameters, many default values are determined beforehand
(82.5.2), and these will be the values of the tube parameters unless stated otherwise in the
following sections. In the implementation of our model, we can freely change every
speaker property; however, we predefined three model speakers (82.5.1) as starting
points.
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2.5.1 Three sizes of speakers

Three specimens of the human species make their appearance in our model. The first is
the “average speaker”, an adult female. The second is the sturdy adult male, characterized
mainly by being dimensioned larger by a factor of 1.1; his volumes and masses are
therefore larger than hers by a factor of (4,.Which approximately equals four thirds.

So, if sheweighs 60 kg and is 170 cm taile weighs 80 kg and is 187 cm tall. Our third
speaker is a child who is characterized by being smaller than the female by a factor of 0.7;
for volumes and masses, this factor is (). @pproximately one third. Thus, this child
weighs 20 kg and is 119 cm tall.

In our model, nearly all of the speaker characteristics relevant to the vocal apparatus,
such as vocal-tract length and lung volume, have these same proportions. A notable
exception is the disproportionately large larynx of the male.

Unless stated otherwise, the numbers that appear in the rest of this chapter are for the
female speaker. In formulas, thize factorf appears explicitly: it is 1.0, 1.1, and 0.7 for
the female, male, and young speakers, respectively.

2.5.2 Default values

The following values are valid throughout our vocal-tract model, unless specified
otherwise in §2.6-9.

The default thickness of the moving walls is taken dsmiilimetres. With a tissue
density of approximately 1000 kap3, the default surface mass density of the wall is 10
kg/m?2, and the default wall mass is

m= (10f kg/m?) [Ax [Az (2.20)

The default surface stiffness density of each wall is taken as 1Q/minar.e., a
pressure of 10 mbar (10 cmy®l) will push the two walls 2 mm apart. Hence, the default
linear wall stiffness is

k® = (10° N/m®) x Az (2.21)

The default cubic wall stiffnedd® is zero.

The zipperinesy (fig. 2.3) and the minimum widtAy,,;, are taken to be the
minimum needed for smooth contact, which is 0.01 mm in both cases.

The linear tissue stiffness is proportional to the area of the wall:

sB(t) = (5.10° N/m?3) Ax(t) Az(t) (2.22)
and the cubic stiffness constant is chosen to be
)
I =—>0 (2.23)
(0.45 mm)

This relation between the linear and cubic stiffnesses is equivalent to the one used by
Ishizaka & Flanagan (1972) for the vocal folds.
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We assume that the tension of the tissue is isotropic, so that we can approximate the
linear coupling-spring constants between the walls ofrtifleand (n+1)st tubes by

0 )= 138%aml) | @, Mm@ oL
kn},m+1(t) = %Bm 2 (t) + 4Axeq,m+1(t) 1+1(t)H (2.24)

and their cubic counterparts by

0o Azeq,m(t) B

F O
Kl =3 e 7 0 e 2

O)(t)+1 t 2.25
(t) 2 Doy ()1 2 )Q (2.25)

The damping factor of an open wall is 0.9, which means that it is slightly
undercritically damped (eq. 2.15). In this way, an articulator will usually reach its target
value quickly with a slight overshoot (Perrier, Loevenbruck & Pahan (1996) use a factor
of 0.945 for their tongue model). The damping factor of the extra stiffness of closed walls
is 1 (critical).

2.6 Sublaryngeal system

Seen from the larynx down, the trachea branches into two main bronchi, these branch into
five lobar bronchi, these into 20 segmental bronchi, and so on, until the respiratory
bronchioli make contact with 300 million alveoli, whose diameter is 0.2 millimetres or
less (table 2.2). We model this by a simple unbranching sequence of 29 tube sections,
with constant and fixed lengthAx) of 10 mm (figure 2.6). The parallel branches are

Table 2.2 The modelling of the lower respiratory system. Some of the witihsan be changed by
the speaker. The size facfds discussed in §2.5.1.

Approximate anatomy Number of tubes Ax Ayg Az parallel subdivision
trachea 10 10 11f 14f 1
main bronchi 2 10 18f of 2
lobar bronchi 1 1D 1% 1% 3
segmental bronchi 1 10 1 1 5
1 10 18f 18f 10
1 10 35f 35f 20
1 10 70f 70f 40
1 10 120 140 80
bronchioli 1 10 120¢ 240 160
terminal bronchioli 1 10 1206 240 320
respiratory bronchioli 1 10 120¢ 240 640
alveoli 1 1G 120¢ 240 1250
1 10 1206 240 2500
10 120 24 5000
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glottis

Fig. 2.6 Model of the widths and subdivisions of the subglottal system (to scale).

divided among the, y andz directions. The fact that there is a large variation in the
distance from the alveoli to the larynx, is only partly modelled by the smearing over the
deepest tube sections. Our simple modelling has, e.g., all bronchioli acting synchronously
with respect to myoelastics and aerodynamics. If this will appear too gross a
simplification, we could model the lungs with explicit branches of various lengths.

The numbers in this section were chosen so as to yield realistic values for some
macroscopic observables. For instance, the neutral lung volume, which can be computed
from table 2.2, comes out as 3.4 litres for the female, 4.5 for the male, and 1.2 litres for
the young speaker.

The respiratory muscles can change the equilibrium wigi{h of the deepest 12 tube
sections (those with value ‘12@n table 2.2) according to

AYeq(t) = Ayp [f1+ lungs(t)) (2.26)

where the articulatory parametenggqt) can be specified to attain values between —0.5
and +1.5: the value —0.5 represents the maximum amount of air that the speaker can
exhale by force (the expiratory reserve), and the value +1.5 represents the maximum
amount of air that she can inhale (tidal volume plus inspiratory reserve). There is only one
lungs parameter, because the simplicity of the lung model does not allow us to separate
the actions of the diaphragm and the abdominal muscles (vertical extension and
compression of the thoracic cage) from those of the muscles that elevate or depress the
ribs (horizontal extension and compression of the thorax).

Each tube has for its walls in thedirection two opposing equal masses. The
thickness of the walls is taken as 30 mm (cf. eq. 2.20). The linear displacement stiffness
density in the elastic part of the lungs (the deepest 12 tubes) is chBai@ (cf. eq.

2.21); in the cartilagenous part, we have 82§ m. This means, e.g., that if the speaker
inhales a speechlike amount of dungs= +0.2), closes her glottis firmly, and releases
the inspiratory muscles, then the air pressure in the lungs will eventually settle down at
about 16 Pgm - 120 mm - 0.2 (= activity) 2 (= two walls)/ 2 (= pressurkension
equilibrium) = 600 Pa (6 cm 40); this pressure of 600 Pa with a volume change of 10%
(= 0.2/ 2) of the vital capacity is a realistic value, according to measurements of the
pulmonic relaxation curve (Hixon 1987).
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2.7 Larynx

2.7.1 Conus elasticus

We model the conus elasticus with nine tubes, decreasing in area from the trachea to the
glottis. The walls are optionally coupled to their neighbours, including the lower part of
the vocal folds. This allows us to extend the usual two-mass model of the vocal folds to a
system of 11 coupled springs.

2.7.2 Intermembranous glottis

The part of the glottis between the vocal folds is represented by two tubes, much like the
two-mass model of Ishizaka & Flanagan (1972), from which we took the constants for the
male speaker, except the damping.

For our female speaker, the lower part of the vocal folds has a thickness (tube length
AXx) of 1.4 mm, and the upper part 0.7 mm. For our male speaker, these are 2 mm and 1
mm. For the child, they are 0.7 and 0.3 mm. The lengths of the vocal Aalgjsafe 10,

18 and 6 mm, respectively.

There are two equal opposing walls in both tubes. In the lower part, their masses are
0.02, 0.1, and 0.003 grams, in the upper part 0.01, 0.05, and 0.002 grams. The neutral
tensions are 10, 12, and N for the lower part, and 4, 4, and ZmMifor the upper part.

The relative coupling between the two parts is 1. The relative damping is 0.2; this is
different from Ishizaka & Flanagan (1972), see 85.5.1 for a discussion.

The cricothyroid and vocalis muscles influence the tension and length wbdhke
folds. Assume that their muscle activities; and a,. influence both thequilibrium
lengths L% and LY. and the stiffnesseky and k. of these muscles. Some examples
are

K = Ko+ [ - k) Lo = Lo Ui - 1) (2.27)
but any monotonic functions af will do. In (2.27), fgig represents the stiffness in the
presence of average spontaneous activity, lggd is the length that the muscle would
have in the absence of external forces. By definition, the maximum vaesot. Its
minimum value is somewhat less than 0; the exact value depends on the degree of
inhibition the muscle can be subjected to.

The actual length of the vocal folds will then be determined by an equilibrium

between the torques of the two muscles around the cricothyroid joint:

I'voc, ctj I(\(/}roc(Lvoc - Leoc) = ct,ctjkgt(l-ct - Lgt) (2.28)

where o ¢ andry o are thearms of the two muscle torques, i.e., the perpendicular
distances between their lines of force and the joint. The actual length of the vocal folds
can be expressed as a perturbation on its leb@fhin the absence of extra activity,
which, again, can be seen as a perturbation on the length in the absence of other muscles:
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Frest
Lyoc = L(/%Sct Al = L\T)Q +AL(/eosct ALy = L\rI(“)rc] Vncq)f:n + ALy (2.29)

0oC

where F\,r:ft is the tension in the (more or less) relaxed connected vocal folds. The
cricothyroid muscle is shortened by the same amount by which the vocalis is lengthened
(taking into account the different arms):

L me F rest Mvoc ,Cjt AL _ me rvoc,cjt DFVOC 230
ct m|n r voc o min Lvoc% ( . )
t ct,cjt ct,gjt t

where the second step makes use of the fact that the sum of the moments about the joint
was zero for the relaxed connected system. We write the equilibrium lengths as
perturbations on the relaxed equilibrium length:

LSoc = Luoc * ALY (2.31)
Substituting (2.29), (2.30), and (2.31) into (2.28) allows us to compute the lengthening as
Freﬂ

ngeroe?t _ et Ctj ALct _La voc —ALS O
t

kg fuocct H oc vocE
kioc + Kot

In this equation, we see the effects of length control and stiffness control separately. For
instance, if stiffness is the only controlled parameter, (2.32) reduces to

Al =

(2.32)

FreSt EkCt OC |:|
voc H 0
ALy = L (2.33)
! kioc *+ Kt

In this case, the results of the actions of both muscles are additive if the sum of their
stiffnesses is constant, i.e., if a stimulation of one of the muscles is accompanied by an
appropriate inhibition of the antagonist. Such a mechanism is very common in the human
body.

If, on the other hand, length is the only controlled parameter, (2.32) reduces to

r .
kvocAI-(\]/[oc - kct e ALgt

Nvoc ctj
AL, = : 2.34
oo * (239

In this case, the actions of both muscles are unconditionally additive; with respect to the
intended result, of course, which is a length change, the inhibition of the antagonist is still
favourable.

We will assume only length control. The length of the vocal folds is thus something
like

AZy (t) = Az, ({1 + cricothyroid(t) — 0.3 Vocalis(t) — 0.2 [external Thyroarytenoid(t))
(2.35)
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where theexternalThyroarytenoigparameter is shorthand for the synergistic aryepiglottic
sphincter muscles, which also include at least the aryepiglottic foldsphiigue
arytenoid muscles, and the thyroepiglottic muscles (Lindqvist 1969, 1972).

We guess the equilibrium lengths of the vocalis muscles as

¢ = Luoc(t)
Boclt) = 1+ 2 [Wocalis(t) (2.36)

Note that this is much shorter than the actual length that can be reached by (2.35),
because the restoring forces of the cricothyroid muscle and several other structures must
be overcome. If we also guess that the unconnected relaxed lEhgtis 90% of the
connected relaxed lengthz,, we can write egs. (2.4) and (2.5) for the glottis as

Az{1+2 ocalis(t)d A7 {1+ 2 ocalis(t))

(2.37)

M — a5
< =8kt

where we substitutedyZor y in (2.4) because we need taeerage not themaximum
displacement here. With a stiffnesskof 12.5, 15, and 7.5 M for the lower parts of our
three speakers’ folds, we find (from 2.37, witla = Az, and vocalis(t) = 0) the linear
neutral tension&®) as 10, 12 (used by Ishizaka & Flanagan), and/®.\We find the
neutral cubic stiffness constakt® as 360, 432, and 216, divided A?.

We see that we can expect the following phenomena:

« Cricothyroid increaseAz, which causes an increasekit), and a decrease k¥
(which unphysically beats the increasedl if y is greater tharL G5 1/2). This gives
a rising vibration frequencly,.

* The external thyroarytenoid fibers cause a loger

* Vocalis has an ambiguous effect: with our choice of parameters, the tightening effect
(2.36) usually wins over the relaxing effect (2.35), but if the other sphincter muscles
strongly cooperate, the effect on the fundamental frequency is reversed. While vocalis
activity is generally found to correlate with pitch raising (Hirano, Vennard & Ohala
1970; Hirose & Gay 1972), the possible ambiguity is noted by Hardcastle (1976: 80).

We ignore the influence of the hyoid depressor muscles, which can Fyvby
decreasing the vertical tension of the vocal folds (Ohala 1972).

The interarytenoid muscles and the posterior and lateral cricoarytenoid muscles
influence the equilibrium width of the glottis as (in units of millimetres)

Ayeq(t) = 5f —10f [interarytenoid(t) +

2.38
+ 3f [posteriorCricoarytenoid(t) — 3f ateral Cricoarytenoid(t) (2:39)

Thus, an interarytenoid activity of 0.5 brings the vocal folds together into a position
suitable for voicing (equilibrium width around 0), and an interarytenoid activity of 1
brings about aeffort closureof the glottis. During speech, the glottis-opening activity of
the posterior cricoarytenoid can be superposed, as happens during aspiration.

Instead of as a sequence of two tubes, the glottis can also be modelled as a single tube
by adding the thicknesses, masses, and tensions of the vocal folds.
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Fig. 2.7 Midsagittal view (above) and transverse view (below) of the nose in our model.

2.7.3 Intercartilagenous glottis

The part of the glottis between the arytenoid cartilages (optional in our model) is
implemented separately with the help of branching tubes. This allows a more natural
model of phonation than if it were not modelled (Cranen 1987). With the activity of the
lateral cricoarytenoid muscles, we can simulate some aspects of breathiness and
whispering. We take the width of the space between the arytenoids as

AYey(t) = 5f - 10f [nterarytenoid(t) +

2.39
— f [posteriorCricoarytenoid(t) + 3f [ateral Cricoarytenoid(t) (2:39)

2.8 Nasal cavities

The nasal cavity proper (figure 2.7) consists of 14 tubes, all with a lelgtbf(7f and a

width (Az) of 14f. The neutral widths of these tubes, counted from the velopharyngeal
port to the nostrils, are 18L6, 14f, 2(, 23, 24, 35, 35, 30, 2%, 16, 14, 12X, and 13

mm (Fant 1960). The parallel subdivision in the last three tubes is two, and in the middle
eight tubes it is eight, because there are three nasal conchae on each side.

The nasal cavity branches from the 5th and 6th points on the outer contour (fig. 2.8),
or, more precisely, from the 13th and 14th tube sections of the pharyngeal and oral
cavities (fig. 2.10). Levator palatini lifts the velum and closes the velopharyngeal port.
Therefore, the rest width of the first tube section is

Ayeq(t) = 18f — levator Palatini(t) (25f (2.40)

According to Maeda (1982), the modelling of a nasal sound will be more natural if it
includes a representation of the paranasal sinuses. Therefore, we could (as an example of
a possible extension to our model) make the fourth tube section from the nostrils branch
to the maxillary sinus cavities, which could then terminate after three tube sections with a
closed boundary.



52 CHAPTER 2

2.9 Pharyngeal and oral cavities

The shape of the oral and pharyngeal cavities is based on the mokligrimglstein
(1973), which was also used by McGowan (1994), and, with some undocumented
improvements, by Rubin, Saltzman, Goldstein, McGowan, Tiede, & Browman (1996).
Another model (Maeda 1982, 1989, 1990), which uses articulatory parameters like
tongue-body height and tongue-tip closure, is used by Perrier, Laevenbruck & Payan
(1996) and Vallée (1996). | chose Mermelstein’s model because of its explicitness: most
of the actual numbers in this section were directly copied from his paper, or measured
from one of his figures.

The outline of our model of the (non-nasal) vocal tract, with its basic parameters, is
shown in figure 2.8. The outline is computed as 11 points on the outer contour, and 14
points on the inner contour. The outer contour has a relatively fixed position given by the
points Keyii» Yexti) (i = 1...11), and is formed by the rear pharyngeal wall, the velum, the
palate, the upper teeth, and the upper lips. The inner contour has a more variable position
given by the pointsX(,;, ¥int;) ( = 1...14), and is formed by the hyoid bone, the tongue
root, the tongue body, the tongue tip, the lower teeth, and the lower lips.

The input to the model is formed by the activities of all the muscle parameters
mentioned in this chapter. The workings of some of the muscles are shown in figure 2.9
(where the values of the relevant muscle parameters are 1).

2.9.1 Upper part of the larynx

The position of the hyoid bone is given by the 4th point on the inner contour. It is
determined by the speaker’s neutral hyoid position and (ignoring some other muscles) the
activities of the stylohyoid muscle, which pulls the hyoid bone up by at most 20 mm, the
sternohyoid muscle, which pulls it down by at most 20 mm, and the middle pharyngeal
constrictor muscle, which pulls it backwards by at most 5 mm:

MKnyoia (t) = —middleConstrictor (t) (5 f

Ohyoid (t) = stylohyoid(t) 20 f — sternohyoid(t) 20 f (2.41)

The larynx moves up and down with the hyoid bone. The anterior larynx does not follow
completely the horizontal movements:

Xint 1(t) = ~14F + 3 Byiq (1) Yint1(t) = —53f + Fypyoialt) (2.42)
The top of the larynx:

Xint,2(t) = =20 + Myoia (t) Yint,2(t) = =33f + i (t) (2.43)
The epiglottis:

Xint,3(t) = =20 + OXnyig(t) Yint,3(t) = =26 + OYpyoia (1) (2.44)

The hyoid bone:

Xint,4(t) = =16 + Mpyoia (t) Yint,4(t) = =26 + Ynyeiq(t) (2.45)
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Fig. 2.8 Geometry of the pharyngeal and oral cavities, after Mermelstein (1973).

The posterior larynx:

Xext 1(t) = =22 + Mg (t) Yext1(t) = =53F + Hhyia(t) (2.46)
The oesophagus:
Xext,2(t) = =26 + OXpyig (t) Yext,2(t) = —40f + dypoi4(t) (2.47)

The lower pharynx moves up and down with the hyoid bone. The neutral horizontal rest
position of the back pharyngeal wall is a characteristic of the speaker. The lower
constrictor muscle pulls the rear pharyngeal wall forwards:

Xext 3(t) = =34 +lowerConstrictor (t) (5 f Yext 3(t) = Yex 2(t) (2.48)

2.9.2 Jaw and tongue body
The angle of the jaw is influenced by the muscles that raise and lower the jaw:
0 (t) = masseter (t) [0.15 — mylohyoid(t) [0.20 (2.49)

The location of the centre of the tongue body is determined by the jaw position and by the
extrinsic tongue muscles. The styloglossus muscles pull the tongue back up to the styloid
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process of the temporal bone, the hyoglossus muscles pull the tongue down to the hyoid
bone, and the genioglossus muscles pull the tongue forwards to the frontal part of the
mandible B andJ refer to points representing the tongue body and mandibular joint in
figure 2.8):

By (t) = Jy + 8Lf (505 (~0.60 + 50 (1)) +
— styloglossus(t) 10 f + genioglossus(t) (10 f

(2.50)
By(t) = Jy +81f [8in (~0.60 + 3 jo (1)) +
— hyoglossus(t) 10 f + styloglossus(t) (5 f
where the location of the mandibular joint is given by:
J, = -75f +lateral Pterygoid(t) (20 f ,  Jy,=53f (2.50a)

2.9.3 Tongue root

The shape of the tongue root (fig. 2.8) is computed from the positiointhe hyoid and
the positionB of the tongue body and its radiBg,qy (Which is 2@ mm), with the help of
the pointD where a line througHhl is tangent to the circular mass of the tongue body. The
actual tongue-root contour deviates from the flat one given by the line ip@cédy
having the midpoint of this linepiece replaced in a direction perpendicutddto

[ t)0 i t)0 os[JHD -sinOHD [ 1 0
|nt,5( ) _ D(|nt,4( ) + i g% 5HD (2.51)
it s(H Birea(H ESNOHD  cosOHD 0 Hh.57(34.8f ~ HD)H
where the distanddD is given by
HD = HB'? - iy, where HB' = max({HB, Ryqy) (2.52)

and the angléTHD (counterclockwise from the rightward horizontal half-line) is given
by:

OHD = OHB + DBHD=arctan2(By—Hy,BX—HX)+arcsjn% (2.53)
If the factor 0.57 appearing in equation (2.51) had been 0, the tongue root would always
have been flat. Now, the tongue root moves forward as the tongue body rises.
The sixth pointXg on the innner contour is the point where a line through the fifth

point is tangent to the circular mass of the tongue body:

Dint,6()0 _ Dint,5(t)0 050X Xg ]
Vi sOF Bres(0H" "7 @naxjxe;% (254)

where the distanc¥;Xg is given by

X5Xg = 1/ XsB% = Riay (2.55)
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styloglossus genioglossus hyoglossus upper tongue

tongue back up tongue forward tongue down tip up

sternohyoid pharyngeal constrictors stylohyoid

pharynx narrow larynx up

risorius orbicularis oris masseter mylohyoid

lips spread lips round jaw closed jaw open

Fig. 2.9 The workings of some of the muscles that determine the shape of the pharyngeal and oral
cavities. Some muscles are seen to close off the vocal tract. ‘Pharyngeal constrictors’ stands
for the combined actions of the three pharyngeal constrictor muscles. In each muscle shown,
its activity, as defined in the formulas in this chapter, equals 1. The risorius and orbicularis
oris muscles also change the tract shape iz thiection (not shown).

and the anglé1XsX;5 is given by (for arctan2, see above eq. 2.70):

[IX5Xg = OX5B + IBX5Xg = arctan2( By, = Vi 5, By = Xing5) +arcsin% (2.56)

The procedure described in (2.51) to (2.56) is only a crude approximation of the
tongue, which is an only slightly compressible, but highly deformable mass. More
sophisticated approaches could now be found in a multi-mass-and-spring representation
of the tongue (Perkell 1996), or in a finite-element description (Wilhelms-Tricarico 1995,
1996; Honda 1996). However, because we will focus on the interaction between
articulator shapes and aerodynamics, these models should be extended with a method of
accounting for the influences of air pressure on articulator shape, which would require an
investigation outside the scope of this book, so we do with a simpler approach for now.
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The shape of the rear pharyngeal wall is given by (2.48) and by
Yo 5(t) = ~34f + UpperConstrictor (t) (5 Yq 5(t) = 23f

Yext,3(t) * Yext 5(t) (2.57)
2

Xext 4(t) = =34 f + middieConstrictor (t) (5f  Yey 4(t) =

2.9.4 Velum and palate

The position of the back of the velum is given by

XEXt,G(t) = _31f yext,6(t) = 23f (258)

The palate is a quarter of a circle around the oot the coordinate system (see figure
2.8), with a radius of 5 = f /312 + 237 . Therefore, the front end of this arc, which
represents the alveolar ridge, is found at

Xext,7(t) = Yox 6(t) = 23f Yex, 7(t) = ~Xoxt,6(t) = 311 (2.59)

2.9.5 Tongue tip

The posterior position of the tongue blade moves with the jaw and with the tongue body:

qu ()0 Coos(1.43 + 80t (1))
B, 7( tE %y ooty (143 + 801 (1)) (269

The intrinsic tongue-tip elevation angle is a function of the superiori@fedor
longitudinal tongue muscles, which curl the tongue tip (apex) up and down, respectively:

datyip(t) = 1.00 (ipper Tongue(t) — 1.00 Hlower Tongue(t) (2.61)

The angle of the tongue blade relative to the horizontal plane is determined by the angle
of the jaw, by the intrinsic tongue-tip elevation, and by the degree to which the tongue
body is pressed against the mandible, i.e., the excess distance from mandibular joint to
tongue body:

piage(t) = —0.32+ 801, (1) + Bty (t) +0.004 [{IB(t) — 81f) (2.62)
If the tongue blade has a constant length &ftB& position of the tongue tip is

it ()0 DX 7 (1) 00 0S Ayl ade]

%’int,S(t)E_ %/intj(t)g-l- A in abladeB (2.63)

The transverse intrinsic tongue muscle pulls the tongue into a cylindrical shape, like in
[1]; the vertical intrinsic tongue muscle flattens the tongue, which causes the tongue tip to
be less damped, as in the tfil] and the tapr].



ARTICULATION MODEL 57

2.9.6 Teeth

The distance from the mandibular joint to the cutting edges of the lower teetH,iarid 3
the angular position of these teeth is directly determined by the position of the mandible:

D4neaa(t)0_ B0, os{~0.30 + &t (1))
%/int,ll(t)g_ %]yg 13 %n(—o.so + M;aw(t))g

The same formula holds for the deeper (9th and 10th) points on the inner contour, which
have distances to the joint of fl&hd 114, and neutral angles to the horizontal of —0.43
and —0.41 radians, respectively.

The upper teeth are fixed on the outer contour at

Xext,8(t) = 36 Yex8(t) = 261 (2.65)

(2.64)

2.9.7 Lips

The lips can be brought together or drawn apart without spreading or rounding, because
the lower lip moves with the javepreadingis achieved by the risorius muscles, which
spread the lips and pull them back back against the temthdingis achieved if the
orbicularis oris muscles pull the upper and lower lips together while protruding them, thus
changing all three dimensions of the tubes in the lip region:

5x|ip(t) = orbicularisOris[20 f 5y,ip(t) = orbicularisOris10f
Xint.12(t) = Xing11(t) Xint 13(t) = Xint12(t) + 5 + Oxp (1)
Xext,o(t) = Xext.8(t) Xext.10(t) = Xext,o(t) + 51 + A (1)
Yint.12(t) = Yint.13(t) = Yinta2(t) — 41 + Oyjip(t)
Yext,o(t) = Yext.10(t) = Yo g(t) + 41 = dyiip(t)
Azeq(t) = 30f —orbicularisOris(t) (25f + risoriug(t) (25f

(2.66)

Finally, the interface to the free air is formed by two line segments making an angle of 45
degrees relative to the horizontal, ending in the points:

Xint 14(t) = Xine 13(t) + 5f Yint 14(t) = Yint 13(t) — 5f
Xext 11(t) = Xext.10(t) + 5F Yext 11(t) = Yext 10(t) +5f

For the purposes of drawing, a point on the chin is added to close the inner contour, as
can be seen in figure 2.8.

(2.67)

2.10 Meshing of the vocal tract

The pharyngeal and oral cavities are represented by 27 tube sections (this number is a
trade-off between accuracy and computation time). The 14 points on the inner contour
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and the 11 points on the outer contour determine the equilibrium lengths and widths of
these tube sections.

2.10.1 Mesh points on the outer contour

The 27 mesh points on the outer contour, shown as the outer endpoints of 27 line
segments in figure 2.10, are in fixed positions relative to the 11 outer points gotten with
the procedure described in 2.9.1 through 2.9.6. The first three points lie on the posterior
wall of the upper part of the larynx (the time dependence is suppressed from the following
formulas):

X = Xext1 %o =08Keyq ¥ 020K 0 X3 = 0.4Keq 1 + 0.6 Koy 2 (2.68)

The next ten points lie at equal intervals on the rear pharyngeal wall:

i=4..8: % =02[{(85-1)%eq3 + (i ~ 3.5)%eq4)

2.69
i=9..13: % =02[{(135-1)%eq 4 * (i ~8.5)%eq s) =59

The 19th mesh point is on the palatal roof right above the origin, and the 14th through
18th mesh points are on the posterior palatal arc, in such a way that the angles from the
origin between consecutive mesh points are equally spaced between the 13th and 19th
points (the function arctan,(x) is defined as the angle from the positwaxis to the
line connecting the origin and the poirty), and lies in the range # +71):

_ arCtanZ(yls, X13) - % 7T ECOS(lg - I)5(JD

o = 5 ; 1=14..19: X = rpa]ateEsin(19—i)5aE (2.70)

There are three mesh points equally spaced along the horizontal axis between the roof and
the 7th point on the outer contour, one mesh point on the 7th contour point, one mesh
point halfway between the 7th and 8th contour points, and one mesh point on the 8th
contour point (upper teeth). Finally, there is a mesh point in the middle of each of the two
line segments that make up the upper lip contour:

1=19...23: % = 0.25( ~19)Xeq7 ¥ = Momiate = X

X3 = Xet7 X4 = 0-5[q>7e>a,7 + Xext,B) X5 = Xext,8 (2.71)
X6 = 0.5 [qxexw + Xext,lO) Xp7 = 0.5 [qxeﬂ,lo + Xext,ll)

2.10.2 The midlines of the tube sections

From each mesh point on the outer contour (except the three in the larynx), a straight line
segment is drawn with the following properties (see figure 2.10):

« lItsdirection is independent of the location of the inner contour: for the mesh points
below the origin O (the centre of curvature of the palate), the mesh line is horizontal,
for the mesh points anterior to the origin it is vertical, and for the mesh points superior
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Fig. 2.10  Meshing of the pharyngeal and oral cavities in a neutral position. Each of the 27 mesh lines
has a horizontal, radial, or vertical direction and a length that is equal to the distance from the
mesh point on the outer contour to the nearest point on the inner contour. The lengths of the
mesh lines represent the equilibrium widths of the 27 tube sections. The equilibrium lengths
of the 27 tube sections are given by the lengths of the lines that connect the mid-midpoints.
The mid-midpoints are shown as dots and are positioned in the middle of the (invisible) lines
that connect the midpoints of the mesh lines. The equilibrium area function, which results
from multiplying the widths byAz (which is equal everywhere, except between the lips, see
§2.11), is shown at the right.

and posterior to the origin it is radially directed to the origin. If, instead, the direction
of the mesh line were chosen as the direction to the nearest point on the inner contour,
we would have the unwelcome situation that this direction would not be a continuous
function of time, because it would suddenly change as the closest moving structure
recedes and another approaches.

» Thelength of the line segment equals the distance from the mesh point on the outer
contour to the nearest location on the inner contour (this causes some mesh lines in
figure 2.10 to end in the air). If, instead, the length of the mesh line were chosen as
equal to the distance from the mesh point to the inner contour in the direction of the
mesh line, then this length would not be a continuous function of time, because it
would suddenly change as a moving structure touches the mesh line from the side.

Thus, our choice for relatively fixed directions and smallest distances ensures continuity
in time of the directions and lengths of the mesh lines, even in situations of wild
movements of the articulators; this guarantees that the equilibrium lengths and widths of
the tube sections will also be continuous in time. This continuity is a prerequisite for a
faithful numerical articulation-to-acoustics transformation (chapter 5).
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2.10.3 The lengths of the mesh lines

The length of the mesh line from a certain mesh point on the outer contour, is the
minimum of the distances to each of the line and curve segments that constitute the inner
contour.

The distance to a line segmenthe distancel of a mesh point( y) to the line segment
that connects thigh and {+1)st points on the inner contour, is computed as follows: if the
inner product of the vector from tl point to the mesh point and the vector fromithe
point to the (+1)st point is negative, then tita point is the nearest point of the inner line
segment:

if (X ~ Xint,i ) |:qxint,i+1 - Xint,i) + (y_ yint,i) |:q3/int,i+l B yint,i) <0

| (2.72)
then d= \(X - Xint,i)2 + (y— Yint,i)2

The same formula goes for the-1)st point, with the subscriptandi+1 reversed. If both

the inner products are positivetjs the distance from the mesh point to the line through
theith and {(+1)st points on the inner contour, which equals the absolute value of the
outer product of the vector from the mesh point tathg@oint and the vector from thid

point to the (+1)st point, divided by the length of the line segment:

‘(Xint,i - X) [qyint,iﬂ = Yint,i ) - (yint,i - Y) [qxint,iﬂ = Xint,| )‘

\““;(Xint,i+l = Xint,i )2 * (yi“tri*l ~ Yint, )2

d= (2.73)

The distance to a curve segmeni he distance& of a mesh pointx y) to the curve that
represents the tongue body between the 6th and 7th points on the inner contour (as in fig.
2.8), is computed as follows (angles seen from the centre of the tongue body): if the angle
traversed counterclockwise from the 7th point on the inner contow; §0 (5 smaller

than the angle traversed counterclockwise from the 7th to the 6th point on the inner
contour, the mesh point is within the pie slice defined by O and the 6th and 7th points,
andd is the distance to the arc:

(2.74)

d :‘\(BX_X)Z-"(By_y)Z _Rbody

otherwise, if the angle traversed counterclockwise from the midpoint between the 6th and
7th points on the inner contour te, {) is less tharm, d is the distance from the mesh
point to the 6th point; if it is greater thamit is the distance to the 7th point.

2.10.4 Equilibrium widths of pharyngeal and oral tube sections

The absolute values of the equilibrium widthg,, of the 27 tube sections are equal to the
lengths of the 27 line segments. However, we must still determine wheypeis
positive (open) or negative (closed). The formulas (2.72) to (2.73) are valid in either case.
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Fig. 2.11 Meshing of the vocal tract in a neutral position (left) and during the closure of the ejective
stop[t’] (right). Two images from a film of the simulated utterafmés]. Each shape
shown is the ‘rest’ (target) shape, not the actually realized shape, which depends on
inertia, elasticity, and aerodynamics.

Wherever the inner contour crosses the outer contour, the equilibrium width of the
tract becomes negative (the walls are pressed together), i.e., the equilibrium width equals
minus the length of the line segment if the mesh point is inside the closed inner contour
(as at the tongue tip in figure 2.11). The mesh point is inside the inner contour if either its
distance to the centre of the tongue body is less than the radius of the tongue body (the
sign of the expression between the bars in eq. (2.74) is negative), or it is inside the closed
polygon defined by the 14 points that build the inner contour.

To determine whether a mesh point is inside a polygon, we draw an imaginary
horizontal line through the point. We then follow the polygon and if two consecutive
points of the polygon are on different sides of this line, i.e., if there is a zero crossing, we
determine the point of intersection. If this lies to the left of the mesh point, we mark
whether the zero crossing was in the upward or downward direction; we ignore zero
crossings to the right of the mesh point. If the number of upward zero crossings is
different from the number of downward zero crossings, the mesh point is inside the

polygon.

2.10.5 Equilibrium lengths of pharyngeal and oral tube sections

The equilibrium length\x., of a tube section is the distance between two points that are
each halfway between the midpoints of two adjacent mesh lines.

If the ith mesh line runs from the mesh poktto the inner end, the midpoint of
the mesh line is at

Kmi = 2(% + %) (2.75)

The boundary between two adjacent tube sections is thought to run through ®.pgint
that is midway between two adjacent midpoints:

Xmm | =%(>?m,j-1+>?m,;) (j=2...27) (2.76)
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The first and 28th of these points are found by linear extrapolation:
Xmm,l =2 DZm,l - Xmm,Z )_{mm,28 =2 DZm,27 - Xmm,27 (2-77)

The equilibrium length of thgh tube section in the pharyngeal or oral cavity is now the
distance between two consecutive mid-midpoints:

AXeq,i (t) - \/(Xmm,i - Xmm,i+1)2 + (ymm,i - ymm,i+1)2 (2.78)

2.11 Other oral and pharyngeal properties

Section 2.10 treated how the equilibrium lengiig, and widthsAy,, of the pharyngeal

and oral tube sections were to be found. As Baer, Gore, Gracco & Nye (1991) showed,
constrictions in the vocal tract have an almost circular cross section. Therefore, we take
the third dimensioz,, to approximate the width everywhere, without actually becoming
zero:

AZgg (t) = Ayeq(t) +2f mm (2.79)

Between the lips, however, we follow (2.66).
The cubic spring constant is chosen as

kw)zkmEEQ§ (2.80)

Uhz

which means that the distance where the third-power force equals the linear force, is
Az/10.

2.12 Time

The activities of the articulating muscles are slowly varying functions of time. In our
implementation, their values are interpolated linearly between the nearest target values
specified. For instance, if the sprikgs specified ag; at a timet; and a, at a timet,,

and there are no specifications koat times betweety andt,, the spring at every time
betweert; andt, is expressed as

t_tl
-4

k(t) = kg + (ko — k) (2.81)

This linear behaviour of a control parameter is also used by Perrier, Loevenbruck & Payan
(1996).
At least two targets have to be specified for each articulatory dimension:

1. The starting points dt= 0. The starting values of the equilibrium dimensions are the
starting values of the dimensions themselves as well.
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2. The end points &t= T, which is the time at which the simulation stops.

Instead of having a linear interpolation between targets that are separated in time, we
could also have immediate changes in target positions. This may be one of the differences
between ballistic and controlled movements; the model accepts these immediate changes
as a special case of linear interpolation.

In chapter 5, we will see many examples of articulatory parameters as functions of
time, and the shapes that they realize.

2.13 Conclusion

The novelties in our articulation model are:

» The entire speech apparatus is modelled in the same way.

» Tube lengths can vary as functions of time, so that we can model faithfully speech
sounds that crucially depend on longitudinal movements.

» The meshing algorithm is resistant to the wildest movements, as shown in §2.10.2.

» The zipperiness allows smooth closing and opening phases with only one parameter.

Room for improvement is found at the following points:

* If we allowed more structures and muscles in our model, we would model the
dependencies between the actions of different muscles more faithfully. For instance,
the amount by which mylohyoid can lower the jaw or front the hyoid depends on the
activities of masseter, sternohyoid, and middle constrictor, which are capable of fixing
the position of one or the other bone. In reality, therefore, the results of the actions of
the muscles are not as linearly additive as they are modelled here. We could model this
by replacing our linear array with a general system of connected masses and springs.

« If we used a finite-element simulation of the tongue mass, we would honour the
constancy of the tongue volume more correctly. However, the current models that
incorporate this (Wilhelms-Tricarico 1995, 1996; Honbi206) do not yet allow
predictable control strategies or an interaction with air pressure.

For now, we must be satisfied with the novelties of our model. In chapter 5, we will see
that we can faithfully simulate several real-life phenomena that were never simulated
before.






3 Acoustical simulation

Abstract. This chapter derives the aerodynamic equations needed in our articulation model, translates the
myoelastic and aerodynamic equations into difference equations for numerical simulation, and presents
the actual computer algorithm.

The procedure described in chapter 2 gives us a number of properties of a network of
tubes. To compute the state of this network for every moment of time, we need equations
that describe the physical behaviour of the walls of these tubes and equations that
describe the evolution of the movements and pressures of the air in the network. These
myoelasticand aerodynamicequations are coupled. Chapter 2 described the myoelastic
equations; in this chapter, we will derive the aerodynamic equations.

3.1 The equation of continuity of mass flow

The principle of the conservation of mass is expressed as follows: “The increase during a
certain amount of time of the mass contained in a volume is equal to the mass that flows
into that volume during that time minus the mass that leaves that volume during that
time”. We will derive an integral equation directly from the wording of this conservation
law (83.1.1). This approach is different from those found in the speech literature so far
(83.1.3). We will show why our approach is the only correct one (83.1.2).

3.1.1 The integral equation of continuity

Consider a channel (duct, tube) extending along ttieection, with a time- and position-
dependent cross section (ar@gy,t), expressed in f(fig. 3.1). If this channel contains a
fluid (e.g., air) with a mass density ofx,t), expressed in kgn3, that is constant across
its cross section, the mass contained in the channel between two arbitrary pos#iots
X, (expressed in metres) is

X2

J’ p(x,t) A(x,t)dx (3.2)

X1

The mass flow (in units of Kg) in the positivex direction atx; at any time is

(%, t)v(xq,t) A(x,t) (3.2)

wherev(x,t) is the particle velocity (expressed ifshalong the channel, averaged over
all y andz positions across the cross section of the channedyrtacle is considered a
homogeneous piece of the fluid: it is infinitesimally small but contains infinitely many

1 This chapter elaborates on the second halves of Boersma (1991) and Boersma (1993a).
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X1(t) xl)

- X

Fig. 3.1 A part with moving boundaries, of a channel with moving walls.

molecules. The exact integral equation describing the mass gain between ttig dinges
t, is thus

X2(tz) X2(ty)
{p(x,tz) A(X,t;)dx - {p(x,tl) A(X,ty)dx =
X, (t

2) X1 tl) (33)

tp tp

Ip(xl,t)v(xl,t) A(xq,t)dt - J’p(xz,t)v(xz,t) A(Xp,t)dt

This continuity equationis still correct ifx; andx, depend on time; the velocities gt
andx, should then be taken relative to the velocities by which the poskjcarsdx, are
moving. The closest we can get (3.3) in the direction of a differential equation is therefore

3
X J’pAdx = (va)Xl - (va)X2 (3.4)
X1

3.1.2 Pumping and sucking

Though our difference equations will be derived directly from the integral equation (3.3),
it is instructive to take the place derivative of (3.4), assumingx{hedx, are constant,

and rewrite the integral equation as an exact differential equation for the continuity of
mass flow in a channel:

IpA) , ApvA) _ (3.5)
a o ox

Now, we could have tried to derive (3.5) from the continuity equation of hydrodynamics
(e.g. Landau & Lifshitz 1953), which must hold everywhere inside our channel:

% +div(pv) =0 (3.6)
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T

T

Fig. 3.2 Pumping (left) and sucking (right).

where thelivergenceoperator is defined as

diV(pV) = a(pvx) + d(pvy) + 0(pvz)
ox oy 0z
wherev,, vy, andv, are the local particle velocities in the three independent directions.

Thus, the one-dimensional continuity equation, which describes the case where flow is
constrained along one direction, reads

o, ) (3.7)
ot ox

This equation is correct for a straight tube with rigid walls. It is incorrect, however, for
the case of a channel with moving walls or with a non-uniform cross section, because in
these cases the transverse velocitjeandv, are typicallynot zero. For this reason, we
call the correct differential equation (3.5pseudo-one-dimensionadquation.

An illustration of the correct position éfin (3.5) and its incorrect position in (3.7) is
the case of an incompressible fluid, where the demsity independent of time and
position. The differential equation (3.5) then reduces to

oA N o(vA) _
ot 17)4

wherevA is thevolume flowalong the channel, expressed if/m Equation (3.8) states
correctly that if the cross section of a certain region in the channel shrinks, the fluid will
flow out of that region, and that if it widens, fluid will be drawn into the region. We shall
call these processesimping andsucking respectively (fig 3.2).

Flanaganand Ishizaka (1977) state that the pumping effects of the vibrating vocal
cords on the aerodynamics of the glottis are negligible. However, as chapter 5 will show,
we cannot ignore these effects when we model changes in lung volume or variations in
the tension of the supralaryngeal musculature like those that are partly responsible for
voicing contrasts in obstruent consonants.

0 (3.8)

3.1.3 Others’ choices for the continuity equation

Most of the representations of the continuity equation found in the literature differ from
our equations (3.3) to (3.5). This does not mean that they produce incorrect results for the
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kinds of utterances they were designed for, like sustained vowels, but it does mean that
we cannot use them for simulating many of the physical phenomena utilized by
consonants.

The bare reflection-type synthesizer of Kelly & Lochbaum (1962) and others, the
vocal tract oflshizaka & Flanagan (1972), and the integration along characteristics of
Sondhi & Resnick (1983) freely ignore the time-dependence of the cross s&dtion
(3.5), draggindA outside and inside the parentheses as comes in handy (this does allow of
much faster numerical algorithms than the one used in this book).

The synthesizer by Maeda (1982) does contain an equation reminiscent of (3.5), with
PA replaced by an expression involving the pressure (as we will do in §3.3),taken
outside the time-derivative (which is a sensible simplification that will smrveolution,
too). However, the yielding of the walls to the air pressure is treated as a small
perturbation of the wall position, which makes the connection with the equation of motion
inaccurate; nevertheless, as the walls are extrinsically moved anyway, it seems that
Maeda could as easily have taken the more exact approach here.

For the other major aerodynamic equation, which is the equation of motion described
in the next section, the differences between our integral equation and most of those found
in the literature are even greater than in the case of the equation of continuity.

3.2 The equation of motion

The forces on a particle within a fluid can be described as follows: “The particle
experiences a force in the down-hill direction of the pressure gradient. At the same time,
its velocity relative to other particles is impeded by viscous friction”.

3.2.1 Pressure gradient

Just like we did with the continuity equation, we shall derive this part of the equation of
motion from first principles, in this case from Newton’s law. Let us assume that the
following approximations hold:

1. All motion is parallel to the axis: vy, = v, =0, so that we can define= v,;
2. The velocities are constant along yhendz axes: dv/dy = ov/dz=0;
3. The pressure is constant in treplane: P = P(x,t).

The force on a particle of air (fig. 3.3) with massnd dimensiondx(t), dy(t) anddzt),
travelling through the positiongt), is then

av(t
m# = Fpressure,left(t) - I:pressure,right (t)=

= P(x(t) = Sx(t),t) dy(t) dz(t) - P(x(t) + 5 dx(t),t) dy(t) dz(t) (3.9)

_ IP(x(t),t)

S B dy(t) dz(t)



ACOUSTICAL SIMULATION 69

-1 é 1
P(x 7dx) . P(x+§dx)
S : >V
F pressuteeft™— [~ ‘_'F priessureright
O'?
dx
X -

Fig. 3.3 An air “particle” moving along the direction. The pressure gradient is also along(tiieection.

wherem is the particle’s massy =v(x,t) is the signed particle velocity along tke
direction, andP(x,y,t) is pressure expressed in Pascal (Pa, Newtons per square metre). If
we substitute for the mass

m = p(t) dx(t) dy(t) dz(t) (3.10)
and divide by the volumelx(t) dy(t) dz(t), the equation of motion becomes

dv(t) _  dP(x(t),t)
dt X

p(t) (3.11)

3.2.2 Bernoulli effect
If we now replace the material derivative by a local derivative according to
df (t) _ of(x(t).t) , IF (x(t).t) dx(t) _ IF (x(t).t) , oF(x(t).t)

dt ot ox at ot ox

we can translate the frame of reference from the particle to a coordinate system fixed in
space, so that we get

N(X,y,zt) _ _IP(xt)

(x(t),t) (3.12)

oNV(X,Y,z1t)

X, t - p(X,t)v(x,y,zt 3.13

p(x.t) it Fv P(X,)V(X,y,zt) Fv (3.13)
For an incompressible fluid, this would reduce to
a3 pv?

&:_@__(Zp ) (3.14)

ot oX OX

Thus, for a stationary flowdy/dt = 0) in an incompressible fluid, an increase in the
particle velocity caused by a narrowing along the tube, is accompanied by a pressure drop
along this narrowing. Though the mathematics of (3.14) does not distinguish cause and
consequence, our intuitive idea of the direction of causality must be reversed here: while
we normally think that a pressure gradient causes a change in velocity, we should now see
that a change in velocity causes a pressure gradientBe&hwulli effectis responsible

for lifting airplanes (partly) and for sucking together the walls of a duct at a constriction.
As such, it is the indispensable physical phenomenon that delivers energy to the vibrating
vocal folds; thisaerodynamic-myoelastic theof vocal-fold vibration is due to Van den

Berg, Zantema & Doornenbal (1957).
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F friction,above g > V(y t3 dy)
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Fig. 3.4 The forces of friction in the case of a velocity gradient iryttiieection.

3.2.3 Friction

We now relieve the constraint on the veloaoityn thex direction: it depends on the
position, i.e, on the distance to the walls, so #atdy does not vanish (fig. 3.4). As
ov/oz is still zero, this situation is representative of a straight tube whose extentzin the
direction is much larger than in tlyedirection. The part of the equation of motion that
describes friction reads

dv(t) _ )
m dt FfriCtion,above(t) + I:fric’tion,below(t) =

1 _1
L ov(x(),y(0) + S dy(t) 1) () () — 1 ov(x(),y(t) - S dy(t) 1)

oy oy
2
=42 V(Xg;’zy(t)’t) dx(t) dy(t) dz(t)

dx(t)dz(t) =

(3.15)

wherey is the coefficient of shear (laminar) viscosity, which is 1.88§'m? for air.
Dividing again by the volume, and adding the pressure term, yields the one-dimensional
Navier-Stokes equation:

oV(x,y,zt) _ _ IP(x.t N(X,Y,Zt) | IN(x,Y,zt
(X;tlz ) - _ g(( )—p(x,t)v(x,y,z,t) (Xdiz )+y V(XZZ )

p(x.1)

(3.16)

As our model consists of a one-dimensional array of tube sections, we would like to
suppress thg andz dependence of this equation by averaging it over all valugamdz
between the walls. In this procedure, we can replace the velocity in the left-hand side by
the average velocity, and the first term on the right hand does not change. We are left with
the task of finding a constatge o, @nd a functionR(x,t) so that

N(x.t) _ _IP(xt) _ ov(x,t)
ot 17)4
wherev is now the velocity averaged over pkhndz coordinates inside the tube, &R

called the acoustigiscous resistanceer unit length, which is expressed in NénThe
viscous resistance of a tube can be solved from the boundary conditior~tBaat the

P(x,t) Caernoulli P(X: 1) V(X,t) = R(X,t)v(x,t) (3.17)
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Fig. 3.5 Parabolic velocity profile for Hagen-Poiseuille flow (solid curve), and velocity profile for

boundary-layer flow (dotted curve). In both cases, the velocity is zero at the walls, and
maximal in the middle.

walls. In the static cas&i?zv/dy2 is constant as a function gfandz (Hagen-Poiseuille
flow, figure 3.5).

Now consider our zipper-shaped tube (figure 2.4y i§ measured from a plane
parallel to and at equal distances from the two masses, then

v(y,2) = a ((%Ay(z))2 - y2) (3.18)

where Ay(z) is given by equation (2.6), amddoes not depend gnor z (figure 3.5). The
mean velocity between the plates is

Az +30Y(2) Az
[dz [dyv(y.2) Idzg(Ay(Z))g
-0

3
_ 0 _%AY(Z) — a <Ay >av
v= ; =0 _ =2 (3.19)
Az +30v(2) 6 (4y),,
[dz [dy [ dzay(2)
1 0
0 -34y(9)

The integral for(Ay) 4 1S evaluated as equation (2.7), and

2
{(8y + Bymn)? + 672 By + i) for Ay = 3y
Dl( Ay + 0y + Ay, 4 —Ay4- )+Ay3- oy — Ay
<Ay3> = EZ ( mm) mn i ) for - dy < Ay < dy
LS 20y

3 _ (3.20)

[AYin for Ay < -dy
wheredy is the zipperiness defined in 82.3.3. Because
2
R(x,t)v(x,t) = —UM =2ua (3.21)

dy

we get the following expression for the resistance, which is a continuously differentiable
function ofAy:
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AYmin Oy
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Fig. 3.6 The resistance as a function of the distafigebetween the walls (solid curve). For small
distances, it approaches the Hagen-Poiseuille resistance (dotted curve), and for large
distances, it approaches the boundary-layer resistance (dashed curve). The zipyesiagss
taken as 0.03 mm, the minimum widkii,i, as 0.01 mm.

_ 2ua _ 12u(dy),,
S o

This formula for the fully developed laminar flow (also found in Flanagan 1965) is only
valid for small tube widths. For large tube widths, the viscous resistance is only found in
the boundary-layer, where it is frequency dependent (Morse & Ingard 1968). This
resistance is inversely proportional to the tube width, so that the total viscous resistance
can be written as threumof the Hagen-Poiseuille and boundary layer resistances:

R (3.22)

av

r= 03Ns/m®  120(Ay),,
By ()

Figure 3.6 shows an example of the viscous resistance as a funaan of

In the case of Hagen-Poiseuille flow, the second term on the right hand in (3.17)
would receive a factotge oy = 6/5, as a tedious computation would show, but I will
take it to be 1, which would be appropriate for large widths.

For tubes that are subdivided ird‘parallel” branches, the resistance of each branch
is given by (3.23) with the widths divided kY. The total resistance of all these
resistances in parallel is equal to the resistance of each branch (the parallel-resistance
formula known from electric-circuit theory would be valid instead if (3.17) referred to
volume velocities, not particle velocities). We further simplify the resistRras

(3.23)

av

3
:0.3Ns/m N+ 12;12 2
(DY), (By)5,

(3.24)
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3.2.4 Complete equation of motion

The shortest form of the complete equation of motion is

ﬂ:—@—p\/ﬂ—R\/ (325)
ot oX 17)4

3.2.5 Others’ choices for the equation of motion

Volume velocity. The quantity from which the time derivative is taken, is the particle
velocity v. However, some authors use the volume velddit vA here.

Ishizaka & Flanagan (1972), for instance, decided toludg/dt, where L = p/A,
on the left-hand side of (3.24). They remark in a footnote that they should have used
d(LU)/at , but that this makes no difference in the glottis. My early simulations showed,
however, that the particle velocities became much too high (& warsus 40 its
normally) and that the frequency of the vibrating vocal cords was 50% higher than with
the correct formula.

Bernoulli effect. The Bernoulli effect is ignored by all authors, except those who want to
model vocal-cord vibration (Van den Berg, Zantema & Doornenbal 1957; Ishizaka &
Flanagan, 1972), but Ishizaka & Flanagan’s implementation of this effect with positive
and negative resistances is less principled than the approach in this book (Boersma 1991).

Resistance For the viscous resistance, most other authors use either the Hagen-Poiseuille
formula (Van den Berg, Zantema & Doornenbal 1957; Maeda 1982) or the boundary-
layer formula (Fant 1960; Ishizaka & Flanagan 1972). Liljencrants (1985) uses both.

3.3 The equation of state

The third aerodynamic equation is the equation of state, which relates the air gPassure
the mass density of the air and thus couples the equations of continuity and motion.

If the processes that we are interested in, are so swift that we can regdéect
conduction in the fluid, the temperatures vary with the material pressure, and no air
particles exchange any heat. In this case, the relation between pressure and mass density
is given by theadiabaticpressure law

P H‘%
whereP, andp, are a reference pressure and density, jans a constant of the fluid,
equal to approximately 1.4 for a diatomic gas like air. If we choos@f@ndp, the

average pressure and density in vivo (no flow, no temperature gradient), a differential
pressure change is given by

P _Up g
A (3.26)

dP = Poy% =c?dp (3.27)
Po
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where the constant depends only on temperature and mean pressure and has the
dimensions of a velocity. The value of this constant can be computed ag58nR, =
1.013-16 N/m? and p, = 1.14 kgm?3. If we combine (3.27) with the one-dimensional
continuity equation (3.7) and the equation of motion (3.11), we can see ithale
velocity of the propagation of a sound wave.

For slower processes, there is time for the particles to exchange heat with each other
and with the walls. In this case, the relation between the pressure and the density is given
by Boyle’s law, i.e., egs. (3.26) and (3.27) wjtr 1. Thesasothermicprocesses do
occur in speech: they are involved in building up the lung pressure under the glottis and
the pressure behind a constriction in the vocal tract. All these pressures come out 40% too
high. To correct this, we should take the temperature as our third aerodynamic variable
(besides flow and pressure) and add the equations of heat convection and conduction to
those of continuity and motion. A further benefit of this procedure would be the automatic
inclusion of dampingdue to heat conduction. Nevertheless, we will refrain from
complicating the physical model in this way, as long as our knowledge of the muscle
tensions that should produce the isothermic pressures, is not accurate within 40%. This
explains the two “no” entries in the last column of table 2.1; the “apx” in that table for the
model by Liljencrants’ refers to his approximation of theaall heat conduction loss as
a constant factor of 45% of the viscous loss in the boundary layer (following Fant 1960),
which we could simply include in our model by changing the factor 0.3 in (3.23) to 0.435.

The excess pressudP is taken as the difference of the real pressure and the
atmospheric pressure, so that for small pressures the equation of state is approximated by

AP =P - poc® =(p - po)c? (3.28)

3.4 Turbulence

Chaotic air movements arise at interfaces where the air flows from a narrower into a
wider tube, if the particle velocity in the narrower tube is high enough. This turbulence
causes a loss of energy of the motion inXldérection, but at the same time it generates a
noisy sound.

3.4.1 Energy loss

The energy loss causes a pressure drop in the direction of flow. If tube 1 is the narrower
tube, and tube 2 the wider (figure 3.7), this pressure drop for velocities greater than a
critical velocity Ve, IS

f
Prurb = %Ponr (|V1r| - Vcrit)ﬁ_ %E (3.29)

This pressure drop can be looked at as a failure to recover completely from the Bernoulli
(kinetic) pressure drop}—povlzr. This equation is in accordance with equation (6) of
Ishizaka & Flanagan (1972), which describes the pressure recovegy,it 0 . From
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Fig. 3.7 Turbulent conditions exist when the velocity at the outlet of the narrower tube is high
enough. The figure shows the idea of the related flow separation: the streamlines form a jet
instead of bending around the corner.

Van den Berg, Zantema & Doornenbal (1957), the critical velocity can be computed as 10
m/s (critical volume velocity 200 cfyis, area 1.07 x 20 mm; for a larger opening, they
found a greater critical volume velocity, which suggests a constant critical velocity).

The energy loss reveals itself as a discontinuity in the “continuous” prégsairthe
interface between the tubes.

Another way of describing the energy loss is representing it as an extra resistance
term in the equation of motion inside the narrower tube section:

I:)turb
RubY =—" 3.30
urb AXl ( )

whereAx, is the length of the tube.

Ishizaka & Flanagan (1972) use a similar resistance not only at the exit of the glottis,
but also at the entrance of the glottis. The pressure drop there, however, is just the
Bernoulli pressure for gena contractai.e., the stream is contracted and the area of the
entrance is smaller than would be expected from the distance of the walls (though
Ishizaka & Flanagaracknowledge this, they do not use this smaller area in their
subsequent computations). Therefore, if the flow at the inlet is laminar, the “resistance”
represents no energy loss, and the pressure loss is recovered somewhere in the glottis. In
this case, the effect can be neglected, and (3.29) would be approximately right in
predicting, for Ay = 0.1[A,, a turbulence loss of 0.81 relative to the Bernoulli pressure,
comparing favourably with Van den Berg’s measured value of 0.875, as opposed to the
value of 1.19 predicted by Ishizaka & Flanagan.

3.4.2 Turbulence noise

Thus, turbulence causes a pressure drop due to the loss of kinetic energyxin the
direction. This energy is converted into chaotic particle movements. Most of the energy is
ultimately lost as heat, but some of it is radiated as sound. Meyer-Eppler (1953) finds that
the sound source power is proportional to the square of the Reynolds number. The
Reynolds number igpvd/u (see e.g. Sommerfeld 1964), whetes a characteristic
dimension. For a tube with circular cross sectobis the radius; as the source power is
proportional to yd)?, it is also proportional t®2A, which is equivalent to the formula
U2/A (U is the volume velocityA), which wasused by Flanagan & Cherry (1969) and

by Flanagan, Ishizaka & Shipley (1975) for friction noise, although the cross sections in
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their models were not thought of as being circular. Stevens (1971) also provides the
source with a2 dependence. Badin (1989) and Scully, Castelli, Brearley & Shirt (1992)
use the formule(AP)g/2 AY2 for the source pressure (whichvfA for the source power);
they attribute this formula to Stevens (1971), though Stevens uses it as an expression for
the powerradiatedthrough the lips, which has an additionaldependence, because the
radiated pressure is approximately the time derivative of the flow (and the pressure) inside
the mouth (see eq. (3.50)). Se?alependence of the noise pressure seems most realistic.
We implement the noise source by multiplying (3.29) by the factor

1+0.10N(t) (3.31)

where the stochastic procadt) is Gaussian white noise whose power is unity. This
gives av2 dependence of the noise pressure, antidependence of the noise power. In
our implementation, a frequency cut-off is automatically caused as a side-effect of our
method of integration (83.11.2): if the longest tubes are approximately 1 cm long, the cut-
off frequency of the integration is just above 6 kHz.

3.5 Boundary conditions
There are boundaries in space and time. The one boundary condition in time is that at the
time point zero, all velocities are zero and the pressures equal the atmospheric pressure.

The four types of boundary conditions in space refer to the four boundary types that were
shown in figure 2.4 and are discussed in the following four subsections.

L

I 1 r

o

Fig. 3.8 A tube with a closed boundary on the left side.

3.5.1 At a closed boundary

The left boundary of the tube depicted in figure 3.8 is impenetrable for air. Therefore, the
particle velocity in thex direction vanishes:

vy =0 (3.32)

Here and in the following, the subscripts 1, 2, and 3 refer to tube sections, and the
subscriptd andr refer to the limit values found when approaching from the centre of a
tube its left and right boundaries, respectively. The poskidé&ection always points
froml tor.
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3.5.2 At a boundary open to the atmosphere

\%

=
—_

_H/

Fig. 3.9 A tube with a boundary that radiates sound into the surrounding atmosphere.

At the right boundaries of some tubes (lips, nostrils), sound radiates into the atmosphere
(figure 3.9). Morse & Ingard (1968: eq. 7.4.31) derive an equation for the relation
between the particle velocity and the pressure at such an interface: if the orifice is circular
with a radiusa and the wave is a harmonic oscillation with a radial frequenay efc/a,

this relation is

P M warf . 8 wal
L warr_; = «a 3.33
Vv p(:%Dc O I371 c H (3.33)

which can be further approximated in the differential equation

0

0P _128 Jlpov) 16 Pe_ (3.34)

ot 9 & 3ma

In our case, we take a lip opening of at least 1 centimetre, in order not to get

unrealistically low damping values for small lip openings.

3.5.3 At a boundary between two tube sections

]k

S

Fig. 3.10 Aright and a left boundary forming an interface between two tube sections.

On the boundary between two tube sections with different cross sections (areas), many
quantities are discontinuous. For example, the particle velocity suddenly increases when
air flows from a wider tube into a narrower tube (e.g., from the right tube in fig. 3.10 into
the left). This increase in velocity must be accompanied by a negative gradient (Bernoulli
effect), so the pressure suddenly drops, and, as a consequence, the air density drops as
well. However, there are two quantitities that are continuous at the interface between two
tubes:
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1. Mass flow.The conservation of mass ensures that the amount of air that leaves tube 1
in figure 3.10 at its right boundary during a certain time interval must enter the adjacent
tube 2 at its left boundary. Thus, thmass flow Jwhich is a vector defined as

J=pvA (3.35)

and which is expressed in kilograms per second, is continuous at the interface between
two adjacent tube sections:

(ovA),, = (pvA),, (3.36)

2. Continuous pressure.The Bernoulli effect causes a pressure increase if air flows from
a narrower tube into a wider tube. If the fluid flow stays laminar in crossing the boundary,
the particle keeps moving in thedirection, and we can define the scalantinuous
pressureQ, expressed in Newtons per square meter, by

Q=P+1ip/ (3.37)

This definition should include higher-order termg,itbut the fourth-order term is already
less than 1% of the second-order terne # 0.2 [¢, e.g., for velocities under 70 metres
per second (which is in the order of the maximum patrticle velocity found in speech). The
pressur& is continuous at the interface between two adjacent tube sections:

152) =(P+1p2
(P+1p?), =(P+3pv), (3.38)
If the flow is not laminar, but there is a pressure dPgp, due to turbulence, the

continuity relation becomes

er = QZI + I:)turb (3-39)

Conservation of momentum?Momentum is a conserved quantity in the hydrodynamics

of unbounded fluids. However, it is not conserved at the interface between two adjacent
tubes: the flowing air transfers momentum to the vertical walls, and vice versa, except in
the case of complete flow separation (eq. 3.29, wijit= 0).

3.5.4 At athree-way boundary

=
-

Fig. 3.11  An interface between three tube sections. The right boundary of section 1 is thought to be in
immediate contact with the left boundaries of sections 2 and 3.
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The extension from a two-tube interface to the three-tube interface shown in figure 3.11 is
straightforward:

(pVA)lr = (va)2| + (pVA)sl
et =[], = 1),

In this case, the formulas for flow and pressure are not analogous. This difference reflects
the vector character of the flow, and the scalar character of the pressure. These formulas
are reminiscent of the Kirchhoff relations for electrical current and voltage.

(3.40)

3.6 Simplifying the aerodynamic equations

3.6.1 The aerodynamic equations in terms of continuous quantities

It is no coincidence that the mass flawand the continuous pressu@e which are
continuous across the interfaces between tube sections, are exactly the quantities that
appear in the divergence part of the continuity equation (3.4) and in the gradient part of
the equation of motion (3.24). In terms of these continuous quantities, the aerodynamic
equations read

(? = -
EJ’pAdx— A

o _ 0Q
—=——-Rv 3.41
P T T (3.41)
dP = czdp

3.6.2 Eliminating the equation of state

We can simplify the aerodynamic equations by eliminating the air mass derisity

them. We write the integrand of the continuity equation aditiee mass densitg,

expressed in ki, as a function aJ andQ:
_PA_QA_ ¥

e=pA=—

AN S 3.42
¢ ¢ 2p,ccA (342)

The equation of motion must be rewritten so {hé brought inside the time derivative.
This is easy if we assume that the air is incompressible. In that case, we can define the
momentum densitp, expressed in Kgn?/s, and write it as a function dfandQ:

p=pv=— (3.43)
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We can see that andp are not continuous at the interface between two tubes, because
they are the products of a continuous quan@y(J) and the discontinuous aréaNow
we can write théwo aerodynamic equations as

%J’edx =-A,J
P__RQ_R 249
ot X Po

The continuous quantitiekandQ can be expressed in the non-continuous quanéties
andp according to

J=PpA
2 2
0=5", P (3.45)
A 2pg

The boundary conditions in terms of the continuous quantities are simply
J=0 (3.46)

for the closed boundary, and the approximate

O

ai
oQ_128 DAD.FE@:O (3.47)
ot 9 ot 3 a

for the open boundary.

3.6.3 A paradoxical factor of one half
Note that the pressure part of the equation of motion effectively reads
opv) __o(P+3p¥)
ot oX

whereas one of the standard equations of hydrodynamics is derived from egs. (3.13) and
(3.7) as

(3.48)

o\P+pv?
A0) 2 p 20 1 90 () g AN Peof) )
ot ot ot OX OX oX oX

The refutation of the apparent contradiction involves the argument below equation (3.7).

3.7 Acoustic output

The aerodynamic and myoelastic differential equations are integrated by a finite-
differencing method (described in detail in the following sections), where time is spliced
into pieces with a fixed duratiakt., thesample period
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The stateof the system at a tim@\t is defined by the dimensions of the tube sections,
the velocities of the walls, the air flow, and the air pressure. The changes in this state
between the timesAt and (+1)At are computed from the aerodynamic equations (83.1—
83.6), the myoelastic equations (82.3), and the articulation data (82.5-12). The resulting
acoustic sound pressure at a certain distdrioam the lips and nostrils is computed from
the time derivative of the flod; through the open boundaries (Morse & Ingard 1968: ch.

7; Flanagan 1972: eq. 3.40), and from the velocities of the moving walls, as follows:

4t dJ day, U
sound(d) = —p =X + Y 10000,A% Az, —0 3.50
(@)= 405 S > 100000007, g 50
where the first term is a summation over all radiating tubesufd the second term is a
summation over all tubesj.

3.8 Digital simulation

In the rest of this chapter, we will show how both the myoelastic and aerodynamic
equations are converted to difference equations suitable for computer simulation.

In our digital simulation of the speech apparatus, time is spliced into pieces with a
fixed durationAt. Thissampling periodnust be smaller than the time needed for sound to
travel the length of the shortest tube section, because that is the largest time that will
guarantee a stable integration. In our model speakers, the shortest tube section is the one
that represents the upper part of the vocal cords. If this has a length of 0.7 mm, and the
velocity of sound in the vocal tract is 35Q'snthe minimum sampling frequency is 500
kHz. So, to simulate one second of speech, we have to compute 500,000 tract shapes, and
if the model speaker has 80 tube sections, we have to compute 40 million times the air
streams and pressures inside a tube and on the interfaces with its neighbours.

For most of the simulations presented here, the sampling frequency of the resulting
sound was 22,050 Hz, which is one of the standard sampling frequencies of our Silicon
Graphics Indigo computers, and half of the sampling frequency of a Compact Disk. The
entire vocal-tract configuration (equilibrium values) was computed 22,050 times for one
second of output, by the method that was described in §82.5 to 82.12. For every
computation of one output sample (and one vocal-tract configuration), the aerodynamics
and myoelastics were computed 25 times by the methods of 82.3 and 83.1 to 83.6,
resulting in an internal sampling frequency of 551,250 Hz. On an Indigo built in 1991,
this requires a thousand seconds of computer time for one second of speech.

The slowness of the simulation makes our method unsuitable for use in text-to-speech
systems, but our method can cope with a lot of speech phenomena that pose insuperable
problems to the faster algorithms. In 83.9 to 83.11, we will tackle the numerical
integration of the three mathematical types of differential equations that appear in our
model: dissipative, harmonic, and hyperbolic equations. In 83.12, we present the
complete algorithm for the integration of the aerodynamic and myoelastic differential
equations.
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3.9 The dissipative part of the equations

The aerodynamic equation of motion (3.44) and the myoelastic equation of motion (2.1 in
combination with 2.10) contain a part of the type
dv(t)
dt
wherev is a flow or a velocity an® is a positive number representing resistance or
damping. For a constant resistance, the solution of this differential equation is

= -Rv(t) (3.51)

v(t) =v(0)e™® (3.52)

which is an exponentially damped motion with a decay time (the time during which the
velocity decreases by a facte) of 1/R seconds. In general, howeved, is an
unpredictable function of time, so that (3.51) can only be solved numerically.

The evolution ofv between the timesAt and (+1)At can be approximated in a
number of ways with varying degrees of accuracy, stability, and computing effort.

3.9.1 The exponential method

From (3.52), we can derive the solution (we use superscripts as time indices)

vt =g RA (3.53)
which is exact for constai OtherwiseR in (3.53) is evaluated at the old tim#t, or at
the mid-time(n+%)At if Ris known at that time. Formula (3.53) has three desirable
properties that are true to the underlying physics of damping:

(1) The absolute value of the multiplication fac®f" is always less than 1, so that the
absolute value of the velocity diminishes over time. The fact that the absolute
velocity does not blow up is callefability in the sense of Von Neumann (Press,
Flannery, Teukolsky & Vetterling 1989).

(2) The higher the resistance, the greater the fractional decrease in the velocity during a
sampling period.

(3) The multiplication factor is always positive, so that the velocity does not change sign.

Moreover, the decay timiec,yassociated with the exponential method is equal to the
true decay time:

teca
Y 1

1_ (. rat\ A _
g_(e ) t . toecay = (3.54)

The one disadvantage of the exponential method is the relatively large cost of computing
an exponential function (ten multiplications or so). However, for small and moderate
values ofR, the multiplication factoe B is very near to 1, so that it can be replaced by
any of the following three approximations, the first two of which are first-order accurate,
and the last of which is second-order accurate:
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1 _1-IRaAt
1+RAt 1+ 3Rt

e FM=1-RAt= (3.55)

These approximations represent the three differencing schemes that follow from the three
most natural ways of directly rewriting the differential equation (3.51) as a difference
equation, without knowledge of the special-case solution (3.52). Though we could deal
with the integration of the simple equation (3.51) in a few words, we will look at these
three methods in detail, because we will encounter some of the same problems and
terminology when tackling the harmonic and hyperbolic equations.

3.9.2 The first-order explicit method

The differential equation (3.51) can be rewritten as the difference equation

—=-R/" 3.56
At (3.56)
This differencing scheme is call@dst-order explicitor forward Euler (Press, Flannery,
Teukolsky & Vetterling 1989) because the velocity in the damping term is evaluated at
the old timenAt. During our digital simulation, which follows the course of time, the old
velocity v is known, but the new velocitf*1 is not. We can solve equation (3.56) as

vt =" (1- RAY) (3.57)

Usually, RAt will be much less than 1. But how will this method of integration behave if
RAt happens to be large? For resistariRageater than /At, the multiplication factor
(i.e., the factor by whiclv is multiplied during each time step) is negative, violating
desirable property (3). For resistances betwet and 2 At, the multiplication factor
increases with increasirg, violating desirable property (2). And for resistances greater
than ZAt, the absolute value of the multiplication factor is greater than 1, which makes
this method unstable (violating desirable property 1).

The decay time associated with this method is given by

td(—:«c.sly —
% at (3.58)

=(1- RAt|) a - t =
(| |) t decay |n|1_ RAt|

which is zero forR:ﬁ, and negative (catastrophe) fébﬁ. Figure 3.13 shows the

multiplication factor and the decay time as a functioRA&f.
3.9.3 The first-order implicit method
A better way to write the difference equation is
———=-R"™ (3.59)
At

This differencing scheme is callddst-order implicit or backward Euler (Press,
Flannery, Teukolsky &/etterling 1989) because the velocity in the damping term is
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Fig. 3.13  The multiplication constant per sample, and the decay time in samples, for high resistances in
the damping equation. As is seen from the figure, only the implicit and exact methods show
behaviour that is both stable (absolute multiplication constant less than 1) and physically
correct (multiplication constant positive and monotonically falling \Ri).

evaluated at the new tima+1)At. Fortunately, we can easily solve (3.59) by rearranging
the terms in/™1 andv™:

n

yri=_ VY (3.60)
1+ RAt
The multiplication factor now fulfils all three desirable properties; however, it is larger
than the multiplication factor in the exponential solution, so that the decay time simulated
with the first-order implicit method is greater than the true decay time:

At 1
tdecay = ————— > — 3.61
9 " In(1+ RA) ~ R (361)

3.9.4 The second-order method

Instead of using the velocity at the old or new time as representative of the velocity
between the timesAt and (+1)At, it is more accurate to use the average of these two
velocities. Thus, the differential equation (3.51) is rewritten as

v -V Vi +Vn+1

=-R 3.62
At 2 ( )

This can be solved to give

n+1 nl_%RAt

vitzy —& 3.63
1+ RAt (3.6

which is second-order accurateRAt. The absolute value of the multiplication factor is
always less than 1, which makes this method stable in the Von Neumann sense. However,
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it shows unphysical behaviour fcR>%: the multiplication becomes negative and its
absolute value increases with increaditid-or very large resistances, the multiplication
factor approaches —1, instead of 0, and the decay time approaches infinity, also instead of
0:

At
1+ 1 RAt
1-1RaAt

tdecay = (3.64)

In

3.9.5 Which method should we use?

Which of the three approximations is the best one for our purposes? Figure 3.13 shows
the multiplication factors and simulated decay times as functioRAMDfit is seen that,
though the second-order method is the most accurate for moderate decay times, the first-
order implicit method is the only one of the three approximations that honours the three
desirable properties; moreover, for this method, large deviations are only found for decay
times much smaller than one sampling period. Therefeeewill use the first-order

implicit differencing scheme for all resistances and dampings in our model

3.10 The harmonic part of the myo-elastic equations

The myoelastic equation of motion (2.1) contains a harmonic part (the first term of 2.2).
The basic form of a harmonic differential equation reads

2
VO - eyt (3.65)
dt
For constanty, we can find the exact solution:
y(t) = Acos(wt + ¢) (3.66)

which is a harmonic oscillation with amplitude frequencyw/2 T and starting phase,
determined by the boundary valug8) anddy(0)/dt. In general, howevery depends on

time in an unpredictable way and we have to integrate (3.65) numerically, preferably with
a method that has the following properties:

1. All simulated solutions are stable.

2. If wis constant, the simulated solution is periodic with little damping.

3. The angular oscillation frequenay' of these simulated periodic solutions is a
monotonically increasing function od.

4. The initial conditionsy(0) =1 and y(0) = 0 represent a spring that is held fixed in the
position 1 and released at the time 0. Therefore, the simulation with these initial
conditions should show a harmonic motion with an amplitude of 1.

The second-order differential equation (3.65) is first split up into the two coupled first-
order differential equations
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di;_(tt) =y(t) d’é—(tt) = -w?y(t) (3.67)

As with the resistance equation, we have four strategies at our disposal for the numerical
integration of these equations. In contrast with the resistance equation, however, all these
strategies are second-order accurate.

3.10.1 The “explicit” method

We can rewrite the differential equations (3.67) with the finite-difference approximations

1

=y 2 - w?Aty"

1
- N+3

y : (3.68)
yn+l — yn + yn+§ At

These formulae look well-enough balanced in time, they are second-order accurate, and
there seems to be no overt forward integration. We will show that the difference equations
(3.68) have a periodic solutiondfis constant. If we try the solution

y" = cosw'nAt (al n) (3.69)

we see from the second part of (3.68) that

yn+% _y™—y"  cosw'(n+1)At - coswnAt _ —ZSinw'(n +%)Atsin%w’At (3.70)
At At At '
Because this equation is valid for aJlwe can compute
_ inl g : r 1 o r 1
_n%_yn_%: Zsmza)At(smw(n+2)At sma)(n 2)At):
At (3.71)
_ —2sin}wht(2coswnAtsin} wAt)  -4sin?lwnt
- At - At

According to the first part of (3.68), this must be equalmz?At y". This is true if

i1
- arcsln 5 WAt (3.72)
SOt
Thus, the simulated solution to (3.65) is an undamped harmonic oscillation with an
angular frequency’, given by (3.72), that is different from the angular frequen@f
the real solution (3.66). Figure 3.14 (on the left, curve “explicit”) shows the dependency
of w' onw. We notice an appreciabfeequency warpingfor high frequencies; the
angular frequency for whic% wAt =1, i.e., a periodicity frequency equal to the sampling
frequency divided byt is mapped on the Nyquist frequency, i.e., the sampling frequency
divided by 2. For highew, the integration is unstable, thus violating desirable property

().
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Fig. 3.14  The simulated angular frequency of periodicity, and the simulated amplitude of the motion
relative to the real amplitude, for high spring constants in the harmonic equation. Only the
implicit and second-order methods show both stable and physically plausible behaviour, apart
from the appreciable frequency warping.

3.10.2 The “exact” method

We can make the relationship betwewhandw exact, if we replace the multiplication
factor in (3.68):

4sin® 1 wht _ 2(1- coswnt)
At At

Figure 3.14 (left) shows the relationship betwewh and w. For wAt > m, i.e., for
underlying frequencies just above the Nyquist frequency, the frequency of periodicity
decreases linearly with increasing This aliasing is an unwanted side effect of the
“exact” method, violating desirable property (3).

WAt

(3.73)

3.10.3 The “implicit” method
The multiplication factor for the “explicit” method can be rewritten as
—W?At? = (1— wZAtZ) -1 (3.74)

where the expression between parentheses reminds us of the multiplication factor of the
explicit method for the resistance equation (3.57). This suggests that we use as the
multiplication factor for our “implicit” method the expression

1 —wPA?
1+ w?At? 1+ w?At?

(3.75)
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As with the resistance equation, this “implicit” multiplication factor honours all four
desirable properties. However, as we can see in figure 3.14, the frequency warping is
quite strong:

L2 wW?At?

giving a maximum periodicity frequency equal to one third of the Nyquist frequency.

3.10.4 The “second-order” method

With the resistance equation, subsequent values of the solution should not change sign;
this is why we could not use the second-order method to simulate damping. With the
harmonic equation, the restriction is looser: the multiplication factor must not be less than
—2. Analogously to the “implicit” method, the multiplication factor suggests itself as

1—%&)2&[2 3 —W2At?

-1= 3.77
1+1i0?A® T 1+ 30’At? (3.77)

This multiplication factor is a monotonic function of approaching —2 for very large
The “second-order” method has all four properties that we desired, though it does show a
certain amount of frequency warping, as shown in figure 3.14:

2 4 WPt
w =—arcsan

i —=— 3.78
At 2\ 1+ $®At (8.78)

giving a maximum periodicity frequency equal to one half of the Nyquist frequency.

3.10.5 The amplitude of the periodic motion

If we try to model with our system a spring that is held fixed out of equilibrium and
released at the time= 0, the initial conditions for our difference equations are

y'=1 .y
According to desirable property (4), a simulation starting from these values should yield a

periodic motion with an amplitude not much different from 1. The amplitude depends on
the manifest angular frequeney as

N

0 (3.79)

amplitude = (3.80)

cos3 wAt
The right-hand side of figure 3.14 shows this amplitude as a function of the normalized

underlying frequencyuAt, for all four integration methods. The “explicit” method yields

1 _ 1
inl T
cosarcsin; wAt N@l—%sztz

amplitude = (3.81)
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which is only defined foruAt < 2. The “exact” method gives

amplitude=|———— (3.82)
OS5 wht
which is infinite forwAt = (2n +1) 7. The “implicit” method gives
. | 1+ wlAt2
amplitude = 1 - Lrerdt (3.83)
PN I R A\
cosarcsinz/————
2\“ 1+ w’At?
which has a maximum o% The “second-order” method gives
) 1+ 1 w?At?
amplitude = 1 = = (3.84)
WPt 1+ w At
cosarcsin |

2\ 1+ J®At

which has a maximum of 2.

3.10.6 Which method should we use?
The best choice seems to be the “second-order” method, because:

1. ltis stable, unlike the “explicit” method.
2. It shows no aliasing, in contrast with the “exact” method.
3. It has less frequency warping than the “implicit” method.

Because our myoelastic problem will not give rise to the very high frequencies discussed
here, however, we can and will use the simpler “explicit” method. The purpose of §3.10
was not to find the best integration method for the myoelastic equations, but to pave the
way for the analysis of the hyperbolic part of the aerodynamic equations, which do show
the phenomena of instability and frequency warping in our synthesizer with the “low”
sample rates (500 kHz) that we will use.

3.11 The hyperbolic part of the aerodynamic equations

The “acoustic” part of (3.44), with its two coupled equations, requires a third method of
integration. The basic form of a one-dimensional wave equation reads

ﬁzu _ 2 02U
a2 Al
wherec is a positive constant. We can easily check that its general solution is

(3.85)

u=f(x—ct)+g(x+ct) (3.86)
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wheref andg are arbitrary twice-differentiable functions. Equation (3.86) represents the
summation of a wavktravelling to the right with velocitg and a wave travelling to the
left, also with velocityc.

The second-order differential equation (3.85) can be written as two coupled first-order
diferential equations:

M__.P . ’__ M
ot ox ' ot ox
where we introduced the auxiliary varialpleFor most physical problems, the equations

are put in a more general form than (3.87). For conservation laws, this more general form
5

(3.87)

au(xt) _ _ 9F(xt) (3.88)
o X

where:

e u is a vector of conserved quantities: in our case (eq. 3.44), the “momgnamd’the
‘mass’e;
« F is a vector of fluxes: in eq. (3.44), it is the mass floand the continuous pressure

Q.

Equation (3.88) can be integrated numerically withlLtar-Wendroff method (Mitchell

1969; Press, Flannery, Teukolsky & Vetterling 1989; LeVeque 1992; Hirsch 1988, 1990),
which is a second-order accurate integration scheme. As we will see in 83.11.1 and
§3.11.2, this method requires:

(1) thatF be known as a functidf(u) of u;
(2) that the distancex between the space points be equal and constant;
(3) that bothu andF be continuous.

Though requirement (1) is met by equation (3.45), the physics of our problem refuses to
meet requirement (2), and asandp (eqgs. 3.42 and 3.43) are discontinuous at tube
interfaces, requirement (3) cannot be met either. Therefore, we will extend the Lax-
Wendroff method in such a way that these two requirements are dropped (83.11.3).

3.11.1 The Lax-Wendroff method

The basic Lax-Wendroff method (Richtmyer strategy) consists of the following steps
(Mitchell 1969; Press, Flannery, Teukolsky & Vetterling 1989; Hirsch 1988, 1990),
deriving the values at the new tinfe +1)At from the values at the old tim&t, for a
one-dimensional array of space points that can be thought of as interfaces between tube
sections. The space poimts-1l andm are a fixed distana&x apart; the centre poirm—%

can be thought of as the centre of a tube.

Step 1:approximate the old centre valueudy averaging in space:

u”m_% :%(uﬂ]_ﬁu{‘n) (3.89)
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This is called the Lax step and puts in some numerical viscosity.

Step 2: approximate the centre values wft the half-way time(n+%)At, from the
values at timanAt, using first-order-accurate explicit integration:
Fn _ Fn

1
u 2=u" ,+ip-ml1 'm 3.90
m-3 ~ m-3 2 AX (3.90)

This stepcould have been second-order accurate, according to
n+i n- Fn_,—Fn

1 1
u 2 =u mzi At% (3.91)

thus giving thestaggered-leapfrognethod, but this method can be unstable, and a
simulation has shown that it would indeed be unstable in our case.

Step 3:compute the centre half-way values of the fluxes:
1
“*_ = FBJ’” g (3.92)

Step 4:use these half-way values for approximating the valuesabfthe boundaries at
the new timerg+1)At to second-order accuracy:
I:n+%l _EM

m-3 m+3

1_
up ™ =up + At AX 2 (3.93)

Step 5:finally, compute the new values of the fluxes at the space points:

SIS F( ”*1) (3.94)

3.11.2 Stability, numerical damping, and frequency warping

In this section, we shall determine to what extent the Lax-Wendroff method is capable of
simulating a simple one-dimensional sinusoidal wave that travels from left to right. A
solution to (3.87) is

u(x,t) = p(x,t) = <x-) (3.95)

where k is the wave numbe(2rr divided by the wavelength). Because we will be
simulating a system of ducts with a known shape, we are interested in the performance of
the algorithm for known wavelengths. The resonances (formants) that we will simulate in
our finite-difference approach, will typically have the correct wavelengths, but may have
the wrong frequencies because the speed of propagation in our disctretized system may be
different from the real velocity of sound. Thus, let’s try to solve (3.95) as

upn — pr?] - eik(mAx—nc’At) (3.96)
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which is a wave with a correct wavelength but with a different velatityVe must note
that (3.96) is valid for all mesh positionsAx, but only for one moment in timeiAt. In
other words, we will require a solution that evolves as

n+1 = Ae” ikc'At 2] (3.97)

whereA is a real constant (the absolute multiplication factor), which is not necessarily
equal to 1. We will consider the method usable if our solution of (3.97) more or less
features the following desirable properties:

(1) Stability: the solution is unstable (exponentially increasing in amplitudé) i$
greater than 1; therefore, we requife< 1

(2) Evolution: if A is small, our solution dies out quickly. Therefore, we would like to
have A= 1.

(3) Faithfulnessthe solution should resemble the solution of the underlying physical
problem. In our case, we would like to have a faithful velodty c, so that
resonances in our tubes show up with the correct frequencies.

We will now determine the values Afandc' as functions ok, Ax, ¢, andAt. Step 1 of
the Lax-Wendroff method (eq. 3.89) gives

ul :%(urrr‘]_l+u ) cos—kAx@ {(m-3ax-nea] (3.98)

-1
2

Step 2 (3.90) gives (making use of the fact that (3.96) goes for myery

S
+
Nl

ik((m-1)ax-nc'A
i =ur’;]_%+%a(p,’}]_1— pm) (cos—kAx asmlkAx) {(m-3 ) (3.99)
where a = cAt/Ax is the sampling period relative to the time in which the wave travels
from one mesh point to the next. Since the expressmrp'foﬁ must be identical to
(3.99), step 4 (3.93) gives

unrt =l +ago 2— "5 0 (1 a(cos—kAx GISInlkAX)ZISInlkAX) m =

m+1 0~
= (1— a?(1- coskAx) —iasinkAx)urr]‘1 (3.100)
This satisfies (3.97) if
1- a?(1- coskAx) —iarsinkAx = Ag A (3.101)

We can easily see that if the sampling period is chosen equal to the time in which the
wave propagates from one mesh point to the neXtt £ Ax), the multiplication factoA
equals 1 and the simulated velocity of propagatoequals the true velocity. the ideal
situation. Nevertheless, we will have to look into the behaviour for other sampling
periods, because our synthesizer works with a non-uniform mesh.

Equation (3.101) really consists of two equations, from which we have toAalvéd
c'. We solveA from the absolute value of the left-hand side:
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Fig. 3.15 Frequency warping and numerical damping in the Lax-Wendroff method.

AZ = (1— a?(1- coskAx))2 +a?sin®kAx =1- az(l— az)(l— coskAx)?  (3.102)

which is equivalent to Hirsch’'s (1988) formula (E8.3.14) for the dissipation (or diffusion)
error of the Lax-Wendroff scheme for the convection equation.
We solvec’ from the argument (angle) of the left-hand side:

, 1 a sSinkAXx
c' = arctan

3.103
kAt 1- a?(1- coskAX) ( )

which is equivalent to Hirsch’s (1988) formula (E8.3.15) for the phase (or dispersion)
error of the Lax-Wendroff scheme for the convection equation.
We can now assess our three desirable properties,

Stability. Stability isensured ifA<1, i.e., if a <1. For longer sampling periods, the
method is unconditionally unstable.

Frequency behaviour. The sinusoidal wave has an underlying frequeRcy kc/27t.
Because the velocity of propagation is simulated incorrectly (3.103), the simulated
frequency will underestimate the real frequency:

' 1 asin2mFAx/c
an 2
2t 1- a“(1- cos2nFAX/c)

(3.104)

The left-hand side of figure 3.15 shows the dependendy o F, for several relative
sampling periodsr = cAt/Ax.

Numerical damping. The multiplication factoA is valid for every consecutive sample.
This causes an exponential decrease in the amplitude of the wavenuiitezical
damping of a sinusoid can be characterized byp#melwidthB, according to
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Fig. 3.16 Frequency warping and numerical damping in a Lax-Wendroff integration with three
different sampling periods. The velocity of propagation is 3%8; the mesh length is 1 cm.

e 7B pust | g TINA_ _—1In(1— o?(1- a?(1- cosZnFAt/a)z) (3.105)
i\t 270t
The right-hand side of figure 3.15 shows tQefactor (Q = F/B) for several relative
sample periods.

For our model, these results determine an upper bound on the tube lengths. Fig. 3.16
shows the theoretical distortion of the simulation of a vocal-tract-like tube (formants at
500, 1500, 2500, ..., 11500 Hz with a constant bandwidth of 100 Hz for every formant),
with a sound velocityc of 353 nYs and a section lengthx of 1 cm. We see an
appreciable frequency warping, increasing with the sampling frequency, and a larger
bandwidth (this effect is strongest tor= %\ 2).

3.11.3 Four extensions to the Lax-Wendroff method
In our case, the Lax-Wendroff method needs some modifications, because:

1. the length#\x of the tube sections are not equal;

2. these lengths are not constant either;

3. the quantities (“mass” and “momentum”) are not continuous at tube boundaries;
4. the quantityQ (belonging tdF) is not continuous at boundaries with turbulence.

This leads to the following steps. We shift the spatial coordinate system so that the
subscript indexm=1..M is always a whole number that refers tortéh tube section.
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Step la:the quantitiess are not continuous at the tube boundaries. The left- and right-
limit values ofu at the boundary between theth and (n+1)-th tube section are denoted
by u,, andup,,_respectively. They have to be computed frénat tube boundaries,
which requires that we know the functiamgF) andu_(F):

uh- =u_(Fh) : uhe = u(Fi) (3.106)
Note that this notation allows for discontinuitieHmas well as in.
Step 1b:the original step 1 is now expressed as
uh = 4(uf- +ul) (3.107)
Step 2:the lengths of the tubes are not equal, nor are they constant:

Frr;]— _ I:pn+

n+i

Uy 2 = Uy +3At o (3.108)
which is Lax-Wendroff. The staggered-leapfrog method would be
1 _1 n _ pgn
urr:'z :u”m 2 +AtFm-—nFm+ (3.109)
AV e

Step 3still computes the values &ffrom the values afi found in step 2, as in equation
(3.92):

= FEH”* 2] (3.110)

Steps 4 and 5will have to be combined because of the discontinuities at the tube
boundaries. Instead of the differential equation (3.88), we should start from the integral
equation

J’Z‘: dx = —A,F (3.111)

which is equivalent to (3.88), but makes the left-hand side continuous. Note that this
equation looks like the hyperbolic part of the equation of motion (3.44b). Integrating
(3.111) between the centres of two adjacent tubes yields

1 , centreof (m+1)th tube o“u(x,(n +l)At)
FN2 _g"Ms - d 2 _
m m+l — X ot -
centre of mth tube (3, 1 12)
n+1 n+1
- 1A n+3 Ums ~Ums 1A +3 Umeg- ~ Ums1-
m+1 At

which leads to the implicit formula

n+1 3, N+l N+ n n+3 n n+3 n+3 ]
AR UM MR gL = ™ g AT o Fm?-Fmig (3.113)
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If, as in case of the mass-continuity equation, the ledgtlappears in the time
derivand, the integral equation becomes (instead of 3.111)

%J’udx =-AF (3.114)

which is no longer equivalent to (3.88), does make the left-hand side continuous, and
looks like the equation of conservation of mass (3.44a). Integrating (3.114) between the
centres of two adjacent tubes yields

centre of (m+1)th tube

1 1
S S =% Idx u(x (n + )At)
centre of mth tube (3.115)
_ (3ot + Faxun) - (3Axhuf, + 3 A uihea )
At

which leads to the implicit formula

AXEFE UL AXTEE UL = A UM, 4 AX U + 20t TET 2 D (3116
m m+1 Ym+1- m “Y'm+ m+1 Y m+1- m m+1] 3. )

In the implementation of formulas (3.113) and (3.11€);" and ul*_ will have to be

written explicitly as functions df, in a way that allows us to determifx *1 and F”mt,ll_;
we need a little luck for this to succeed.
If F has at the boundary a discontinuity that does not affetft, e.g., a pressure
drop that causes turbulence instead of acceleration, the last term in (3.113) or (3.116) has

to be replaced by

1 1 1 1
20 e —Foi? + Foig_ —Fdo (3.117)

m+1— m+1 O

where the middle two terms represent the discontinuity, which must be given or implied.
At the left and right edges of the tube arrey=Q andm=M), the integration can only
be performed over half a tube length, so that instead of (3.113) and (3.116) we have

1 1
AR U = AR -2 a:’”z—F”* 2U

y . - (3.118)
Axyy 2 Ut = Axgy 2 ufy, + 20t a:r,:,, Fr,:,HB
and
N+l n+l _ n+3 _n+3[]
AUl = A Ul - 20t FTE - FUE
(3.119)

1
AUl = ATy Uy, + 24t a:m Fr,\1,|++ B

where the outermost boundary valu%\ls and F,\,I will have to be given or implied by
boundary conditions.
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3.11.4 Stability, frequency warping, and numerical damping

We can approximately translate the results of 83.11.2 for a non-uniform mesh as follows:

1. The method is stable if the sampling period is not greater than the time needed for a
wave to travel the shortest tube. For instance, if our shortest tube is 0.7 mm long, and
the velocity of sound is 350 fs, the sample rate must be at least 500 kHz.

2. For high sample rates, a frequency cut-off is found at approximately one sixth of the
inverse of the time needed for a wave to travel the longest tube. For instance, if our
longest tube is 10 mm long, the cut-off frequency is just below 6 kHz, and underlying
frequencies above 3 kHz will surface with a lower frequency.

3. For high sample rates, the numerical damping is small for frequencies below the cut-
off frequency.

Thus, in our model we will have to work with a minimum sample rate of approximately
500 kHz, and a maximum tube length of approximately 7 mm.

3.11.5 Accuracy

If the two mesh lengths in (3.113) are different, the equation is not second-order accurate
any longer: for a continuous system, the valu& of the centre of the shorter tube is
probably a better predictor for the change in the valueaifthe boundary than the value
of F in the centre of the longer tube, because the former represents a situation closer to
the boundary. In (3.113) and (3.116), by contrast, both valués ae given equal
weight.

Thus, we can rewrite (3.112) as

Axm%a:?;% I:n+ O_ Ax n+1§:nmté_|:n+% O_

m+1 m+3 ] m+3 0]

boundarydx 6u(x,(n + %)At) e L centre m+ldX §u(x,(n + %)At) _

centrem boundary (3. 1 20)
= AX ”+%A n+1 U = Ums * Ui ~ U
X+
2t

and (3.113) as

n+1

n+1 -
Uns T Umia- = um+ + um+1— +
A n+3 n+é I:n+% 0 A n+3[n+1 I:n+% 0 3121
Xm+1 T el Xm m+l ™ Tl 3. )
+2At 2 — . 2

n+l  n+l

2 2

AXm AXm+1

This couple of equations would be more accurate than (3.112) and (3.113), if only we
knew how to compute tho$eat the boundary.
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3.12 The algorithm

This section describes how our finite-differencing methods implement the time evolution
of the aerodynamics and myoelastics of our problem. The quantitéshe previous
section are the “mas&'and the “momentump, and the fluxe§& are the mass flo& and

the continuous pressuf@. Diverging from eq. (3.42) for computational reasons, we
introduce a neve, which is the olce multiplied byAxc2 and has the dimensions of an
energy, so that at tube boundaries

2

_ ) _e.np
Jep)=pA ; Qlep)= vt 20
0 1 0J,, f0 J
+(Ime, Qe ) = e ; +(JIme, Qs ) = % 3.122
em_( m+ Qm_) g?m_ 200 E'A&n E g‘/m pm_( m+ Qm_) A ( )
Ime1- = s , Qrer- = Qs + PtrL]er,m,m+1

whereV = AAX is the volume of a tube.
The initial state of the system is defined as

Jr?1i =0 (no airflow)
Qr?11 = p0C2 (atmospheric pressure)
AX2, = A
o X?,q'm N (3.123)
AYm = DYeqm (wallsin equilibrium)
1
Ay 2 =0 (wallsin rest)
Az), = Nzgy

From this, we compute the cross secti@q%saccording to equations (2.4) and (2.5), and
the starting values of the momentum densppiesd kinetic pressurek = Q- P at tube
boundaries, and the initial volum¥f the tube sections:

PRe =0 ;  KQu=0 ;  Vh=ALAK, (3.124)
For every sampling periaal starting an = 0, we proceed by the following steps:

Step 1:the Lax step (3.89) averages the valuesfandp inside the tubes fromandQ
at the boundaries.

Step la:compute for every tubm (eq. 3.122):
e =(Qhe —Khe ) Vi (3.125)
Step 1b:compute the mean “mass” and “momentum” for every tal§d.107):

h=3(eh+eh) i ph=3(ph+ PR (3.126)
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The excess pressufd, which we will need in the mass-spring equations, is from (3.42)
and (3.28)

n

AP! = \;ﬁ — poC? (3.127)

n
m

The particle velocity, which we will need when computing resistances and turbulence, is
(combining 3.42 and 3.43):

pn
Po + sz

Step 1lc:perform the integration of the myoelastic equation (2.1), combining the second-
order-accurate “explicit” scheme (3.68) for the harmonic part with the first-order-accurate
implicit scheme (3.60) for the damping (dissipative) term:

1
Y 2 + ArE(tensi on + AP%AZ,?]AXR,)

yn+% _ My,
m n
1+ Bmdt (3.129)

n

M

L= v+ Y 2
where the tension is computed from egs. (2.2), (2.9), and (2.15), and the d&mping
computed from egs. (2.11) to (2.14); the aerodynamic term is equation (2.16). Equation
(3.129) is computed for both masses, and an analogous formulaXyjtim the pressure
term) is used forz and z. The new widths and depths are obtained by adding the
displacements of each pair of masses:

Ayrr,'fl = Yrr:t%)p + yr?lfk}ottom ) A221+1 = er:rltft + Z%Trlight (3.130)

The new values of the cross sectiéf}’™* are derived from these with the help of
equations (2.4) and (2.5), and the half-way value of the cross section is interpolated as

1
n+5

An 2 =% (A0t + A7) (3.131)

Step 1d:the half-way values of the tube lengths and volumes are now

1
A2 = (AT 4 AXD
" d o ") (3.132)
Vi = AT A2
We can compute the resistand®$ from (3.24) and the resistance factors as
1
0 RLAtOAX, 2
Fm = i Rn T (3.133)
Po Am
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Step 2:the half-way aerodynamics inside tubes

pm 1At Qm— an+
n+ % 412 n n . n+3 _ AXim
e +1c%at (Jm_ - Jm+) . pri= . (3.134)
1+~ AR}
2pg
Step 3:
el %)m%[%
1 1 1 1 2 m
=gy ;o Qrefmo U (3.135)
vt 20

Steps 4 and 5 between two tube sectiorfg'st, we compute the turbulence pressure (loss
plus noise) from (3.29) and (3.31), after which the equation of motion becomes

E1+ RnAtD Ax n+1+%1+

_ A M3 0 n+3 n n+5 0
- AXm 2 P+ + AXm+:2L Pm+1- +2At % 2 - Qm+1 + I:)turb m, m+1D

I:i'T'I+]. At AX n+l _

m+1 pm+1—

(3.136)

Note that the resistance and the pressure discontinuity are approximated by the “old”
values. The left-hand side of this equation can be written as

Fn Jdme + Fmea s (3.137)
Thanks to the continuity af we can solve
n+l n+i n+i n+l 0
AXm ? prr;l+ + AXm+:2L p21+1— +2At ng 2= Qm+i + PtTer,m,m+1D
Jn+1 Jn+1

= 3.138
e T (3.138)

Thus, as far as the equation of motion is concerned, the pressure discontinuity is
equivalent to a resistance in the tube with the smaller cross section. The factor of 2 is
correct: the viscous resistance is also counted twice in these equations.

We can now compute the new limit values of the momentum degmaityg the kinetic
pressurK at the tube boundaries, as well as the new section volumes:

Jn+l
n+l _ +
pm+ - A?1+1
(pn+1)2 (3.139)
K%;l - m+ : Vr?rl — A?1+1Axrr:1+1

2pg

The continuity equation (3.116) becomes

it v el = ey, + ey +2c%At 3z - il (3.140)
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The left-hand side must be written as
(QRe" = KA Vit + Q- - K- ) vivd (3.141)

so that we can solve

n+1 n+l n+1
Q +1- urb m, m+l —
2 n+3 D n+ly,n+1 n+l n+l n+l
er'n + em+l— +2¢°At DJ m+i 0 + K Vi ™+ (Km+1— P turb,m, m+1) Vm+1
= n+l n+l
Vim ™+ Vmi (3.142)

Steps 4 and 5 at the lungsat a boundary closed at the left side

w1 _ el —2¢%At Jl

+1 _ .
Jn 0 ’ Q-[] Vn+1

(3.143)

Steps 4 and 5 at the lips and at the nostrilsit a boundary open to the atmosphere at the
right side

n 1 1 1
51 RM EAXM 2= Al koA %g{‘[z —Q{‘[ﬁ% (3.144)

+1
If we approximate the quantit;@MJ,2 as the average oy, and Q,'\}ff, integrating

equation (3.47) to second-order precision leads to

oAt QU + QU _

n+1 n n+1
0=Qu+ — QW+ —CPy+ +CPy+ +

2
= Grag Qi — Trag Qi+ — CPMT + CP+ = (3.145)
+1
= 20100 Qui — 2Qm+ — CPIE +cpy .
where
cAt cAt
Orad :1+? ; Mad El_? (3-146)

so that the new flow and pressure at the lips and at the nostrils are computed from

n+3
% At
n+l _

Pv+ =

1 n
c + 2Q|T/|+ ZQM +
Orad

Lh RMAtDAxM c

%1 Po At ' Orad @

I = P A (3.147)
n+1 _ Mad QM+ +C(plr\]/l+ﬂ- plr\]/l+)
M+ —

Orad



102 CHAPTER 3

Steps 4 and 5 at a three-way boundaryAt a three-way boundary, e.g., at the
velopharyngeal port, we have a formula@that is analogous to (3.131):
n++l - Qgi-l -1 =

1 1 1
o, +el +el + 2c2AtETJf+2 ~Jy =35 B+ Kyt 4 g HyHL 4 g Dyt

V]r_1+1 + VS+1 + V:?+1

(3.148)

where we numbered the tubes as in figure 3.11. If the three tubes involved all have equal
lengthsAx, the formula for the flowd,_ through the left boundary of tubet®comes

| [l
0 .n
ra 1 +1 _
SAIZ”:L + A{Hl N Aé1+1 EUS— -
H ri rs H (3.149)

O ntl _n+l o n+l nel]
_ol +;§]g__% AT P A Qs
WA AT ng e

The formula forJ;_ is exactly analogous, with the subscripts 2 and 3 exchanged. The
flow through the right boundary of tube 1 is

AN IGERIN I (3.150)
Acoustic output. Finally, the acoustic result is

N

4 NIV e N AN AcN"3
sound(t) = — M SME 45 1000 A AZmAY 20 (3.151)
0.4 [M=nose lip At m=every tube il

This expresses the sound pressure in PenfNat 40 centimetres from the head.

3.13 Conclusion

In this chapter, we developed a new articulatory synthesizer, which should be able to
simulate faithfully more speech phenomena than any previous algorithm could. That these
expectations are met, will be shown in chapter 5. Subsequently, the synthesizer will be
used to corroborate our explanations for sound structures (parts Il and Ill). Before testing
our model in chapter 5, however, we will need some methods to analyse the acoustic
output of our model. This will be the subject of chapter 4.



4 Perception models

Abstract. This chapter describes some modest models of auditory perception, including possible ways to
determine the perceptual confusion between sounds that differ along more than one dimension.

Besides an articulation model (chapters 2 and 3), a model of peripheral auditory
perception would also contribute to our understanding of the relations between
articulation and perception. Unlike the situation with articulation models, however,
existing models of most perceptual processes seem good enough for a simplified account
of peripheral perception, and for stating quantitative predictions about perceptual contrast.
In this chapter, | will discuss briefly how | will model the peripheral perception of pitch,
intensity, and spectrum. Finally, 84.4.2 describes a way to combine the results of these
various perceptual features into a single measure of perceptual contrast.

4.1 Pitch

In a good approximation (for speech sounds), the perceived pitch can be modelled as the
acousticperiodicity of the signal.Boersma(1993b) describes a particularly accurate
method for determining the periodicity of a sampled signal from the autocorrelation of the
original signal segment, which is estimated as the autocorrelation of a windowed signal,
divided by the autocorrelation of the window. This method has proved accurate enough to
allow a determination of thiearmonics-to-noise ratiqperiodicity divided by noisiness)

up to values of 60 dB, which is 30 dB higher than any other method described in the
literature.

For a scale of perceptual distance, we should probably express pitch not in Hertz but
in Mel units (Fant 1968: p. 206), and to allow comparison of the pitch scale with other
perceptual features with respect to perceptual confusion, we should calibrate the pitch
scale indifference-limen units i.e., the distance between two pitch values that are one
just-noticeable difference (JND) apart, should be 1.

4.2 Perceptual spectrum

Our purpose in deriving an auditory spectrum from an acoustic signal is the explanation
of two universal phenomena in the languages of the world (Crothers 1978):

* The height dimension is used far more exhaustively than the place dimension, i.e.,
languages tend to have many more vowels betyweleand[i] or betweerja] and[u]
than betweeni] and[u].

e Languages tend to use more front than back vowels, i.e., the average language has a
little more vowels betweefa] and[i] than betweeia] and[u].
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Let's assume, with almost everyone else, that these phenomena are related to constraints
of auditory perception. We would then like to have a language-independent model to
derive the perceptual spectrum from an acoustic signal. The output of our model that does
this, will be the excitation pattern of the basilar membrane in the inner ear, as a function
of time. From this output, we may be able to derive a measure for the perceptual spectral
distance between two sounds.

This has often been tried before; the techniques either used complete spectra (Plomp
1970; Bladon & Lindblom 1981; Klatt 1982), principal components of band-filtered
spectra (KleinPlomp & Pols 1970;Pols, Tromp & Plomp 1973), formant analyses
(Peterson & Barney 1952; Pols, Van der Kamp & Plomp 1969; Liljencrants & Lindblom
1972; Kewley-Port & Atal 1989; Ten Bosch 1991; Schwartz, Boé, Vallée & Abry 1997)
or large-scale integrations (Chistovich 1985; Schwartz & Escudier 1989). For instance,
Ten Bosch (1991), defined a spectral distance measure for vowels from the difference
between formant values. This measure contained the following terms:

(Fa-Fug) +a{Fon—Fop) +.. (4.1)

where the formants were measured in Bark units. Kewley-Port & Atal (1989) suggest that
the perceptual vowel space is two-dimensional and resembles the two-dimensional
acoustic space of the first and second formants (expressed in Bark), Rittlidean
distance measure (= 1). With the measure (4.1), Ten Bosch simulated vowel systems
within a spectral space that was bounded by articulatory constraints. The canstsnt

fitted so that the distribution of vowel inventories emerging from the model matched that
of the vowel systems that actually occur in the languages of the world, and the result was
that a should be set to 0.2. However, if our assumptions about independent perceptual
dimensions are valid for the two-formant case, we could interpret (4 dijfemence-

limen units. Fortunately, the difference limens for the first and second formants are
known. According to Flanagan (1955), they are 26 HzKfor 500 Hz) and 60 Hz (for

F, = 1500 Hz), which amounts to 0.22 and 0.26 Barks, respectively. If the formants in
(4.1) were given in JND units, the constantvould have been 0.2-(0,/8622Y% = 0.3.

This is not anywhere near 1, which should have been the value if the first two formants
were the independent perceptual dimensions of the vowel space.

Obviously, a more comprehensive spectral measure is called for. Bladon & Lindblom
(1981), for instance, make an [i] that has its third and fourth formants very close together
and find that the two-formant vowel that matches this [i] best, must have a second
formant F, that lies between the third and fourth formants of their [i]. They conclude that
this can be described by a model in which the distance between two vowels is determined
by the shape of the auditory spectrum as a whole. With them, an auditory spectrum is: the
loudness (in Sone units) as a function of frequency (in Bark units), taking into account the
filtering by the basilar membrane. In formulas:

4 nf
f =650sinh—= : 7 -
snhZ 2= % J (650

f
0

0
O (4.2)
0
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wheref is the frequency in Hertz aralis the frequency in Bark units. Tleeitical
bandwidth is 1 Bark everywhere, which is expressed in Hertz as

df _650 ,z_650 | .Of (f
— =—"cosh==—"T.1+—~—— 4.3
dz 7 7 7\ Oes00C (43)
The intensity density in Wdlttertz is
di(f) (4.4)

df

wherel(f) is the power in the signal between the frequencies @.8ri® Sound Pressure
Level (SPL) “density” is defined in weird units as

SPL (dB / Hertz) = 10log; dld(ff) (4.5)

The intensity in WatBark must be

di(z) _ di(f) ¢f(2) (4.6)
dz  df dz

and we can rewrite the Sound Pressure Level “density” in other units as

SPL(dB / Bark) = 10l0g; d'd(zz) = SPL(dB/ Hz) + :L0|ogl()6i7O +10logyq cosh; (4.7)
One of the consequences of this formula is that white noise, which has a constant SPL as
a function of frequency if measured in fH&, shows a 6 dBctave high-pass slope for
high frequencies if it is measured in fBark. From their figures, it looks as though
Bladon & Lindblom did not integrate the intensity density over their one-Bark bands, but
averaged it instead, thus effectively incorrectly leaving out the second factor on the right-
hand side in (4.6) and the last two terms in (4.7), and finding a constant SPL for white
noise, even if measured in dBark.

Bladon & Lindblom went on to use an auditory fil&fz) to account for masking
effects caused by the spreading of excitation due to mechanical properties of the cochlea
(formula by Schroeder, Atal & Hall 1979):

10l0gyo B(z) =15.81+ 7.5(z + 0.474) —17.5, 1+ (z + 0.474)*>  (dB) (4.8)

This filter has an area of 1.58 Bark. The Bark power spectrum

2

S (4.9)

L(2) = ‘dl (2)

is convolved with this filter, giving the “basilar” spectrum:

26
$%(2) = [S*(¢)B(z- )¢ (4.10)
0
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and the basilar intensity level:

Intensity level (dB) =10log,, §3(2) (4.11)

To compute the perceptual intensity (loudness) level (sensation level, SL) in phon units,
this has to be corrected for the dependence of the sensitivity of the ear on frequency and
intensity according to the equal-loudness curves published by Fletcher & Munson (1933).

Bladon & Lindblom convert the values of the loudness level (in phon) into “loudness”
values (in sones) according to

L(2) = 2(S|_(z)—40phon)/1o (4.12)

and express the perceptual distance between two voaet as

1

[26 b p
D; = %J"Li (2)- L (2)| dzg (4.13)
5 0

However, this last conversion is uncalled for, as loudness is defined as a property of the
sound as a whole, not as a function of frequency, and, more importantly, the loudness in
sones bears no simple relationship to difference limens, whereas the loudness level in
phon does, as clarified in the next section. The ultimate reason why Bladon & Lindblom
decided to use conversion (4.12), must be the prominence that listeners lend to spectral
peaks in speech. This, however, is related to the fact that speech should function in noisy
environments, and could probably be modelled better by the use of simulated natural
noise (which will fill up the valleys), not by an arbitrary transformation that happens to
favour peaks.

The left side of figure 4.1 shows the basilar excitation patterns for the vowels at the
three corners of the vowel triangle (male Dutch speaker). We see the following features:

» [a] has two prominent peaks around 7.66 Bark (854 Hz) and 10.15 Bark (1299 Hz),
and minor peaks at 14.63 Bark (2569 Hz) and 18.79 Bark (4701 Hz), which would
drown in a 50-phon background noise, but not in a 40-phon noise. These are very
typical, reproducible properties of &m| spoken in isolation.

 [i] has prominent peaks at 2.71 Bark (252 Hz) and 16.07 Bark (3172 Hz), and a minor
peak at 13.14 Bark (2058 Hz), which again would drown in a 50-phon noise. In a
typical [1] spectrum (of which this one is an example), the perceptually relevant second
formant is the peak above 3000 Hz, not the weaker peak between 2000 and 2500 Hz,
which usually makes its appearance in the role of “F2” in two-dimensional pictures of
acoustical vowel spaces. Therceptualsecond formant is usually callé€,, and can
usually be found between the acousti€glandF 4, which are so close together that
they are represented as a single peak in the basilar spectrum.

* [u] has a peak at 2.66 Bark (248 Hz) and one at 5.93 Bark (612 Hz). Higher peaks are
so weak that they do not even emerge from a 40-phon background noise. This result,
which is quite reproducible again, suggests that higher formants are irrelevant for the
perception ofu].
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Fig. 4.1 On the left: the basilar excitation patterns of the three vowels at the corners of the vowel

triangle. On the right: the amount of overlap between the basilar spectra of the three
peripheral vowels, with a uniformly exciting background noise of 40 or 50 phon.

The right side of figure 4.1 pictures the overlap between the three spectra:

* In the upper figure, we see that the basilar spectra] @nd[i] show no overlap at all

in the environment of a 50-phon background noise. Their perceptual distinctivity must
be optimal.

The middle figure shows a partial overlap between the first formapt]cdnd the
second formant ofu]. Distance measures based on the distances between formant
pairs do not take into account such overlap, though it is clear that the region of overlap
cannot contribute to the identification [af] versus[u]. Indeed, it is not difficult to
pronounce botlia] and[u] with their two formants so close together that they form a
single peak on the basilar membrane (in fact, such vowels would be the most peripheral
back vowels possible); in that case, the concept of ordered formants becomes
meaningless. Thus, the perceptual space betjsdemd|[u] is somewhat smaller than

the space betweda] and[i]; this would explain the fact that languages possess, on
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the average, more vowels betwgahand[i] than betweefa] and[u] (there is only a

slight skewing, judging from Maddieson 1984).

The lower figure shows that the first peakgidfand[u] completely fall together.
Therefore, thdi] - [u] pair is perceptually much closer than either[thle- [i] or the

[a] - [u] pair. Generally, for vowel pairs on the same height but with a different place
of articulation, theF; values are equal; such a spectral relation is not found for pairs
that have the same place but vary along the height dimension. This explain the fact that
languages tend to have more height distinctions than place distinctions for vowels.

Here is a comparison with several previous attempts to explain the language data:

Bladon & Lindblom (1981), while using the above-mentioned distance measure based
on “loudness”, found too many vowel places and too few vowel heights when trying to
simulate vowel inventories. Lindblom (1990) tried to remedy this by taking into
account the proprioceptive contrast between various degrg¢@s ofosure which, he
argues, is greater than the proprioceptive contrast between various tongue places; in his
words, vowels should not only sound different, but & different

Ten Bosch(1991) used a distance measure for vowels that involved the difference
between thé-; values of the pair, and the difference between fhewalues. As this
method, too, overestimated the perceptual filmaxtk distinction with respect to height
ditinctions, Ten Bosch used a magic factor of 0.3 by whichRheistance was
devaluated with respect to the F1 distance. This approach is continued by Schwartz,
Boég, Vallée & Abry (1997).

In this section, | derived a correct representation of the ratio of the distance between
front and back vowels and the distance between high and low vowels, without using
parameter fitting or resorting to otherwise unsupported theories about perceptual
contrast in thespeaker

I will not continue to try to derive possible vowel inventories from the distance measure
developed in this section, because | think, in contrast with Ten Bosch and Bladon &
Lindblom, that constraints of minimal number of articulatory and perceptual ‘tricks’
(coordination and categorization, ch. 7, 8, 9) cause symmetries to arise along the
dimensions of vowel height and vowel place.

We will now see how to transform the loudness levels in phon into loudness levels

along a scale based on difference limens. Jest&ddt & Green (1977) give the
following formula for the difference limen of intensity:

B

01 o
Al a%i% (4.14)

where:| = sensation intensityt; = sensation-level reference (threshold); = just
noticeable intensity difference;= 0.463;3 = 0.072.

The number of difference limens above threshold is thus

DLI - level(1) = }A?E(X) :%Jl’dxlgﬁxﬁ_l _ 1 g

0 lo

1D (4.15)
_ % .
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The sensation level in phon is defined as
S = 10Iogloll— (4.16)
0

From this, it follows that the number of difference limens above threshold is

1 O Eglologl—g O
DLI —IeveI(SL):a—BQ.ON lo —1%: 30r{L.0167% -1) (4.17)

We can now use an equation like (4.13) witf2 (“root-mean-square”) to compute the
distance between two perceptual spectra. If this is tried on a digital simulation of three
vowels [a], [i], and [u] of Fant’'s (1960) Russian speaker, with as a voice source light pink
noise (white below 2 Bark, —6 dBctave above, so as not to get any interactions with
harmonics of), the distances between the vowels are:

« distance between [a] and [i]: 18 JNDs
 distance between [a] and [u]: 18 JNDs
« distance between [i] and [u]: 12 JNDs

This means that it would be equally suitable for a language to have three vowel places, as
it would be for it to have four vowel heights. This explains the fact that the languages of
the world use more height oppositions than place opposiborthe average

4.3 Intensity

The best smoothing method for a periodic signal is convolution with a Gaussian window
(Boersma & Weenink 1996), and the method for the measurement of an acoustic intensity
contour from a windowed signal is related to this: band-limit the signal between 0 Hz and
one half of the Nyquist frequency (probably by upsampling by a factor of two), square all
the samples, and convolve with a Gaussian window (probably via multiplication by a
Gaussian in the frequency domain). This method is used in 85.7 for measuring the
relationship between lung pressure and intensity.

However, the perceptual correlate of intensity is not the acoustic intensity, but the
excitation pattern, integrated along the basilar membrane (egs. 4.11-4.13). Thus, the
perceived loudness is expected to be higher for sounds with flat basilar spectra than for
sounds that have most of their energy in the lower frequency range. Indeed, Sluijter
(1995) found that syllables with flat spectra were perceived as more “accented” than
syllables with falling spectra; she did not determine how much of this effect is related to
basilar integration and how much has to be ascribed directly to the perception of an
independent perceptual feature of spectral balance; probably mainly the latter, because the
Strouhal number (Stevens 1971) is a good indication of the relative produced power.
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4.4 Contrast and confusion

I will now review some possible ways of measuring contrast or confusion.

4.4.1 Discrete measures

A rough measure of the contrast between two utterances is the number of differing
features. For instance, the difference betwpepand[p] is larger than the distance
betweenb] and[p]: two features (voicing and frication) versus one feature (voicing).

More precision can be achieved if we recognize the fact that the existence of a salient
feature may partially obscure another contrast. Thus, the voicing contrast bgtvaed
[p] will probably be larger than the contrast betwg@rand[v], because the presence of
frication noise distracts the attention from other features. This statement has its roots in
intuitive knowledge about the workings of the human ear. If not, we could equally well
have brought forward that “the voicing contrast betwgehand[p] will probably be
smaller than the contrast betweé¢fi] and[v], because thabsenceof frication noise
distracts the attention from other features”. We know, however, of two properties of the
auditory mechanism: firstly, the presence of noise may mask spectral information from
other sources; secondly, periodic noise bursts (akzJin have a lower degree of
periodicity than a truly periodic signal (as [ib]), thus giving a smaller periodicity
contrast for the fricatives than for the plosives. A large say in the matter comes from
perception experiments (though these are heavily influenced by language-specific
categorization), which agree that] and[p] are perceptually farther apart thgfi and
[v] (for Dutch: Pols 1983). The unmarkedness of plosives as compared to fricatives, as
can be induced from the data of the languages of the world, can partly be traced back to
this asymmetry.

We can achieve a little more precision yet by taking into account some asymmetries
of the speech organs. Thus the voicing contrast betj¥gegnd[g] will be smaller than
the one betweefp] and[b], because of the different volumes of expandable air involved
in helping to maintain the contrast (85.12, 811.9, §16.4.1, 816.4.2, 817.1.2, §17.3.15).

4.4.2 Combining various perceptual dimensions to a global contrast measure

There exists a universal measure for the perceptual contrast between any two events (e.g.,
sounds) A and B. This measure is tomfusion probabilityof A and B, and is defined as

the probability that event A will be perceived as event B, which need not be equal to the
probability that event B will be perceived as A. If this confusion probalidisymmetric

with respect to A and B (i.e., if there is bas for either A or B), and A and B differ
along only one acoustiperceptual dimension, the confusion probability often bears a
monotonic relationship with théistancebetween A and B along that dimension. This
distance can then be expressed as a numhbffefence limens(units of just noticeable
differences), and, if the variation along the scale is small in comparison with the total
length of the scale, this number of difference limens may well exhibit an almost universal
relationship with the confusion probability. Thus, if the distance between A and B is one
difference limen, the confusion probability is 25% (this is one definition of a difference
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limen); if the perceptual measurements are drawn from a Gaussian distribution, and the
distance is two difference limens, the confusion probability is 10%; for three difference
limens, it is 2.4%; for four, 0.47%. The confusion probability is given by the formula

pas = 3(1- erf(dag invert(3))) (4.18)
or by the curve
0.5
2 02
0.08
0.02
0 1 dpp 2 3 4 (4.19)

whered,g is the difference between A and B, expressed in difference limens, and erf is
related to the primitive of the Gaussian distribution function. If there are three events A,
B, and C, there are two special cases. The first special case is if all three events differ
along the same dimension, and B is perceptually somewhere between A and C. The
distance between A and C can then be expressed as

dac =dag +dgc (4.20)

The second special case is if B and C differ along a dimension that is perceptually
independent of the dimension along which A and B differ. The confusion probability
between B and C can then be expressed as

Pac = Pas [Pec (4.21)

To derive an equation for the distance between A and C, we approximate (4.18) by

or dag=-a’logpag (4.22,23)

We can now rewrite (4.20) as

dic = —a?logpac = —a? |09(IOAB EpBC) = -a?logpag — a*log pgc = d3g + dic (4.24)

which is the perceptual counterpart of the global articulatory-effort measure that we will
see later in equation (7.4).

If we realize that both equations (4.20) and (4.24) are Euclidean distance measures
(for one dimension and two independent dimensions, respectively), we can conclude that
the distance in the perceptual space can be measured as if this were a Euclidean space,
provided that it is calibrated in units of one difference limen along every independent
dimension. For instance, if the intensities of two sounds differ by 3 difference limens, and
their pitches differ by 4 difference limens, the perceptual distance between these sounds
can be expressed as “5 difference limens”.
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To sum up, measuring every perceptual dimension with a dimensionless difference-
limen scale allows us to compare distances along very different kinds of dimensions, and
to compute in a natural way the total distance between any pair of events, provided that
the Gaussian hypothesis and the strong hypothesis of separability (4.21) holds. And, of
course, they do not normally hold. For instance, the total confusion probability may
depend only on the maximum constituent confusion probability (a case of strict ranking):

Pac = Max(Pag. Pac) (4.25)

or, in the other direction, (4.20) might hold even if the pairs AB and BC differ along
perceptually independent dimensions (city-block distance), so that the two sounds of our
example differ by 7, instead of 5, difference limens.

In chapters 7 and 9, we will see that global measures of perceptual confusion are
linguistically irrelevant, because each language is free to choose the relative importance
that it assigns to the various perceptual dimensions.

4.4.3 Perceptual salience versus dissimilarity

Kawasaki (1982) draws our attention to the acoustic correlates of two aspects of the
maximization of contrast. First, she points out that languages tend to disfavour
contrasting, but acoustically very similar, sounds: poorly distinguishable sequences such
as [gla] and [dla] tend not to co-occur in languages; Kawasaki callsiéxisnization of
dissimilarity. Secondly, sequences of acoustically similar sounds syshudor [ji] are
avoided in the world's languages in favour of sequences with a greater acoustical dynamic
variation like[wi] or [ju]. Kawasaki calls thimmaximization of perceptuasalience

Kawasaki defines perceptual salience as the amount of change of the perceptual
features within an utterance. Her formula is

s

whereP; are perceptual features (in Kawasaki's case, formants in mel). This is consistent
with (4.24); the use of the squares causes (4.26) to be sensitive to the rate of change of the
parameter, interpreting rapid changes as more salient than slow ones.

An analogous formula for the perceptual contrast between the uttesazicdl is

ZI( i (1) = Poi ( )) it (4.27)

In 84.4.2, we saw how perceptual features of different origin (voicing, tone, spectrum,
loudness) can be combined in such a formula if we know all of their difference limens.

4.5 Conclusion

The models discussed in this chapter will be used in chapter 5 to evaluate the articulation
model, and in parts Il and Il to underpin any claims with respect to the perceptual
features of speech sounds and their relation to the speech production mechanism.



5 Test of the articulation model

Abstract. This chapter shows that our articulation model can faithfully simulate various phenomena that
occur in speech.

In this chapter, we will investigate how our articulation model performs in simulating
some aerodynamic and myoelastic phenomena that occur in the production of speech. In
each of the simulations, the speaker modelled is a female speaker with vocal folds
consisting of two masses each. First, we will look at what happens when our speaker tries
to exhale by reducing the equilibrium width of her lungs, with her glottis open and her
lips open or closed. After that, we will look into what happens if the vocal folds are
brought closely together while the supralaryngeal passage is not obstructed. From 85.9
on, we will see what happens if thésean obstruction.

In contrast with the descriptions in chapter 2, the simulations of the current chapter
were all performed, as far as the oral and pharyngeal walls were concerned, with a
constantAz of 15 mm, a wall mass of 6 grams, a linear wall tension of 38, M cubic
wall tension of zero, and a relative damping of 1.

5.1 Silence

If the activities of all the muscles in the equations of chapter 2 is 0, the walls of the tubes
stay still, the air flow stays 0, and the “adiabatic” air pressure stays constant at
poc2 =142054.26 Pa, which is 1.4 times higher than the true atmospheric pressure of
101467 Pa (100 Pascal = 1 millikaf cm HO).

5.2 Sigh

If our speaker wants to exhale, she could act as shown in figute 5.1:

1. Reduce the equilibrium width of the lungs from 132 to 120 millimetres in the first 30
milliseconds, by reducing tHangsparameter (eq. 2.26) linearly from 0.1t &t 0, to
0 att = 0.03 seconds. This is only barely visible in figure 5.1, but can also be seen as
a dotted line in figure 5.3a (left).

2. Keep the pharyngeal and oral cavities open, by keeping the activities of all
supralaryngeal muscles (eqgs. 2.40-2.67) at O during the entire utterance.

3. Keep the glottis open (at 5 mm) by keeping bothrterarytenoidparameter and the
posteriorCricoarytenoigparameter relaxed at 0 (eq. 2.38).

1 Parts of this chapter appeared in Boersma (1993a) and Boersma (1995).

2 The Praat scripts that create the articulations in this chapter, or compute the sounds, tube widths, air
pressures, and air velocities, or draw the pictures, are availabléfijpry/fonsg3.hum.uva.nfpaul/, so

that the reader can replicate everything in this chapter and find by herself the answers to the questions not
touched upon here. The generated sounds are available as web-pkyélds..
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What happens in the vocal tract, depends on whether the Lungs
velopharyngeal port isclosed (by keeping the

levatorPalatini parameter at 1, see eq. 2.40) or open.
Figure 5.2 shows spectrograms of nasalized and orgj 0.1
sighs: the nasalized version shows less high-frequency
noise, because the air velocity in the oral cavity is so low
that no turbulence noise is generated there, so that

spectrum will be that of a glottal noise source filtered by 0 Time (s) 0.5

the supralaryngeal cavities.

Figure 5.3 shows what happens inside the tract if the /\,—/
velopharyngeal port is closed. During the first 30 ms, the
lung pressure (fig. 5.3a) quickly rises to 440 Pa (relative
to the atmospheric pressure, as all pressures in the rest of
this chapter), so that the realized width of the lungs
approaches the rest width of 120 mm much slower than
does the equilibrium width, which is shown by a dotted
line. The lung pressure diminishes with time, since air
starts to flow from the lungs through the bronchi into the _\
vocal tract (fig. 5.3b). The pressure in the bronchi does .
not exceed 330 Pa. As figure 5.3c shows, the air f|OV\|I:|Sq' >-1 Expiration.
through the glottis fast enough (more thgg = 10 ny's,
see 83.4) to generate turbulence noise, betweelb ms and = 270 ms. This gives the
auditory impression of a sigh. The pressure in the glottis first rises to +80 Pa because of
the extra amount of air arriving from the lungs, and then falls to —460 Pa due to the
Bernoulli effect (83.2.2) caused by the large air velocity: ver 37 nys, the kinetic
pressure—%pv2 is —780 Pa. Much the same happens near the uvula (fig. 5.3d): since the
velocity rises above 10 fg8, noise is generated in the oral cavity as well, with an audible
impact on the sound. The macroscopic volume velocity of the air is approximately equal
to the volume velocity in the glottis. Finally, the evolution of the widths of the bronchi,
the glottis, and the vocal tract near the uvula (fig. 5.3e) follows the air pressures, except
that at the uvula, the movement of the walls is smoothed as a result of their inertia.

Low velum Raised velum

10 10
N N

= 9 = 9

3 6 3 6
c c

S 4 S 4
o o

L 2] L 2]

0 0

0 Time (s) 0.5 0 Time (s) 0.5
Fig. 5.2 Spectrograms of nasalized and oral sighs (100 dB dynamic range; Gaussian window with an

effective length of 10 milliseconds; no pre-emphasis) .
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Fig. 5.3 Expiration: tube widths, particle velocities and air pressures at several positions in the vocal

tract, if the equilibrium width of the lungs is given by the falling dotted line in the upper left
figure. In each figure, a vertical dotted line is showir=aB0 ms.
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Masseter OrbicularisOris

-1 -1
0 Time (s) 0.5 0 Time (s) 0.5 —\

Fig. 5.4 Inflation of the vocal tract.

To model inspiration instead of expiration, we could set the ititiejs parameter to
—0.1 instead of +0.1, and keep thesteriorCricoarytenoicharameter constant at 1 to
simulate the glottal abduction that occurs during inspiration. According to Hirose (1997),
the abduction during deep inspiration is achieved by activity of the posterior
cricoarytenoid muscle (though Fink Remarest(1978) attribute it to an “unfolding”
caused by a tracheal pull).

5.3 Balloon

To inflate her oral cavity, our speaker could proceed as in figure 5.4:

1. Reduce the equilibrium width of the lungs as for expiration (85.2).

2. Keep the glottis open as for breathing (85.2).

3. Keep the velopharyngeal port closed (85.2).

4. Keep the oral cavity closed, by keeping mh@sseteandorbicularisOris parameters
(egs. 2.49 and 2.66) constant at 0.5.

During the first 30 ms, the pressure in the lungs (fig. 5.5a) quickly rises to 570 Pascal
(above the atmospheric pressure). In contrast with the case of breathing, the pressure does
not diminish with time. Instead, the pressures throughout the vocal tract become equal
after 100 ms or so, as shown by the right sides of figures 5.5a-d. After 0.5 seconds, the
pressure in the lungs is 553.757 Pa, in the glottis it is 553.756 Pa, and in the oral cavity it
is 553.551 Pa. During these 0.5 seconds, the total volume of the vocal tract dropped from
3.803443 litres to 3.788767 litres. This predicts an equilibrium pressure of (3.803443
3.788767 — 1) - 142054.26 Pa = 550.26 Pa. This 1% difference of 3 Pa is probably due to
the approximate nature of the first part of (3.134), which is not explioitgs-
conserving; however, this should not worry us, since the error of negleutiaty
conduction and convection is much larger (40%, see 83.3).

Figure 5.5a shows that in contrast with the case of breathing, the lungs never reach
their target position of 100 mm; instead, they do not contract much. Figure 5.5e shows
that the widths of the tubes in all other parts of the vocal tract become greater than the
equilibrium positions of their walls.
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Fig. 5.5 Inflation: tube widths, particle velocities and air pressures at several positions in the vocal

tract, if the lungs contract, the glottis is held open, but the lips and velopharyngeal port are
kept closed.
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5.4 The onset of phonation

If our speaker wants to phonate, she could act as follows:

1. Reduce the equilibrium width of the lungs as for breathing (85.2).

2. Keep the pharyngeal and oral cavities open, as for breathing.

3. Keep the glottis closed, with an equilibrium width of 0 mm, achieved by setting the
interarytenoidparameter (eq. 2.38) to 0.5.

Further, we take a two-mass model for each vocal fold, close the velopharyngeal port (as
in 85.2), and set thericothyroid parameter (egs. 2.35, 2.37) to 1 for a slightly raiged

In figure 5.6, we see that the vocal folds start vibrating. After the fourth cycle, at 25
ms, the upper parts of the vocal folds close for the first time (fig. 5.6a). One cycle later, at
28 ms, the lower parts also close (fig. 5.6b). After this, the vibration is quite regular.

The widths shown in figures 5.6a and 5.6b are the same as the gantityoduced
in chapter 2 (fig. 2.2), and can therefore be negative, although, of course, the actual area
of the orifice is always positive (eq. 2.8).

Figure 5.6¢c shows the build-up of tracheal pressure. It fluctuates with vocal-fold
vibration around 500 Pa. The pressure in the lower part of the glottis (fig. 5.6d) fluctuates
pitch-synchronouslhybetween —400 and +400 Pa, with sharp peaks up to +2.7 kPa
(85.5.3). The acoustic result (fig. 5.6e) shows a characteristic initial pressure drop that is
not usually found in speech recorded with a microphone.

5.5 During phonation

With figure 5.7, we can look into the myoelastic and aerodynamic phenomena that occur
in the glottis during phonation, and into their relative timing.

5.5.1 The motion of the vocal folds during phonation

As figure 5.7a shows, the amplitude of the vibration in the lower part of the glottis is
greater than the amplitude in the upper part. This is remarkable in a sense, since Ishizaka
& Flanagan (1972) had to model the lower parts with a lower damping ratio (0.1) than the
upper parts (0.6), while we model all of them with a damping ratio of 0.2 (§2.7.2).

We see that the closing gesture is much faster than the opening gesture (the fall of the
curves is much steeper than the rise), and that the upper parts of the vocal folds close and
open somewhat later than the lower parts; we also see that the glottis is closed from
t=163.2 ms to 165.3 ms, and open from 165.3 ms to 167.7 ms, from which we can
compute that the glottis is open 54 percent of the time. Both phenomena agree well with
measurements of areas of live vibrating vocal folds (Koike & Imaizumi 1988).

If we represent each vocal fold bysiagle mass, the vocal folds will still vibrate (this
was modelled by Flanagan & Landgraf 1968). In this case, reported in Boersma (1991),
the width of the glottis as a function of time roughly resembles the dotted curve in
figure 5.7a, which means that the glottis is open about 85 percent of the time. So here the
one-mass model deviates from reality (or is a faithful model of the falsetto register).
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Fig. 5.6 The motions of the vocal folds and some relevant pressures, as functions of time.
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5.5.2 Air velocity in the glottis during phonation

In figure 5.7b, we see the velocity of the air particles in the lower and upper parts of the
glottis. After the upper glottis opens (at 165.3 milliseconds), the velocity starts rising,
attaining a maximum of 39 metres per second.

During the first part of the open interval, the velocity tends to oscillate. This is due to
the phase difference between the subglottal formant and the supraglottal formant (figure
5.7d). The supraglottal formant starts to die out after the glottis has been open for one
millisecond or so, because of the damping effect of the lungs, and so does the velocity
oscillation. This pitch-synchronous variation in the damping and, therefore, in the
externally measurable bandwidth of the supraglottal formants, is a well-established
phenomenon found in live human speakers (Flanagan 1972: 65).

As the lower parts of the vocal folds close (at 167.7 ms), the velocity quickly drops to
zero. Though the air has to escape very quickly from between the walls, it can flow away
in two directions, making the average velocity zero. Because the amount of air displaced
is very small, no traces of it are seen in the velocity in the upper part of the glottis.
However, when the upper parts of the folds close (at 167.9 ms), we see a positive velocity
peak in the upper part of the glottis, because the little amount left between the walls can
only escape well into the supraglottal direction. Also, the even tinier amount of air
pumped from the upper glottis into the “closed” lower glottis (there is a leaking width of
0.01 mm) shows up as a negative peak of /4 imthe lower glottis at 167.9 ms.

The reverse effects are seen when the lower parts of the vocal folds start opening (at
168.4 ms): the air sucked between the folds must come for the larger part from the
subglottal end of the glottis, which gives rise to a positive velocity peak in the lower part
of the glottis. At the same time, a very small amount of air is sucked from between the
almost-closed upper parts of the vocal folds, giving rise to a negative velocity peak there.

We have seen that we can get a detailed understanding of the velocity contour with
physical arguments.

5.5.3 Air pressure in and around the glottis during phonation

In figure 5.7c, we see that the pressure in the lower half of the glottis is negative during
the closing gesture of the vocal folds (e.g. around 163.0 ms). This negative pressure,
which is due to the air velocity being high (Bernoulli effect), causes the slope of the
closing gesture to be much steeper than the slope of the opening gesture (fig. 5.7a).

After this, the lower halves of the vocal folds close; this gives rise to a positive
pressure peak of almost 400 Pa (at 163.2 ms). This must be due to the air being
compressed between the rapidly approaching walls.

An even larger positive peak of 2700 Pa appears to arise in the lower glottis when the
upperhalves of the vocal folds close. This pressure peak has no acoustic result below the
glottis, as we can see in figure 5.7d, which shows that both the subglottal formant and the
supraglottal formant (700 Hz) are triggered by the first, smaller, peak. The fact that a
large pressure may have no acoustic effect, is caused by the smallness of the amount of
air that can be displaced if the glottal width is 0.01 mm (leakage); this is comparable to
the phenomenon that static electricity causes no bodily harm even at 10,000 Volts thanks
to the low amount of electric charge contained by a small capacitance.
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Phonation: width of lower glottis (dotted) and upper glottis (solid)
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Fig. 5.7 The synchronicity of vocal-fold motion and aerodynamics in the glottis during phonation.
Because of the sharp features in figure (c), the sampling rate was 551250 Hz.
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The fourth phenomenon that we can see in figure 5.7c, is a negative pressure peak
arising when the lower part of the glottis opens (around 163.9 seconds). This is a sticky
reaction mirroring the first positive peak. The fact that the upper glottis is still closed,
enhances this effect, because air can be sucked in from one end only; however, the
stickiness is also seen in the one-mass model of the vocal folds, though less conspicuous
(Boersma 1991).

Finally, figure 5.7c shows us the noise generated by turbulence when the air velocity
is greater than 10 fs, in both parts of the glottis between 166.0 and 167.5 ms.

5.6 Sustained phonation

Phonation cannot go on forever: when the glottis is open, some air moves through it from
the lungs to the pharyngeal and oral cavities, and from there to the outer air. Figure 5.8a
shows how the subglottal pressure of our model speaker (who, remember, is a woman
with two-mass vocal folds) decreases as time goes by. In the first 5 seconds, the average
pressure slowly falls from 500 to 240 Pa. Around 5.5 seconds, some irregularities emerge.
After this, the pressure drops further, until another phenomenon (not visible in the figure)
shows up at 9.5 seconds.

The interesting things at 5.5 and 9.5 secondsemyister break. We can see this by
comparing the movements of the vocal folds at different times. During the first 5 seconds,
both parts of the glottis periodically close, as seen in figure 5.7a.

At 5.3 seconds (not shown), there are alternating cycles: in the odd-numbered cycles,
the lower part of the glottis closes only for a very short time; in the even-numbered
cycles, it does not close at all. Tipieriod doubling(seen in fig. 5.8d as an octave drop)
is known from chaos theory as being characteristic of the first stage of the transition from
a periodic movement to a chaotic movement. It has been reported for the vocal break
from the modal to the falsetto register bye8 & Pégk (1994).

Around 5.6 seconds, the behaviour is irregular, as we see in figure 5.8b: whether the
lower parts of the vocal folds close or not during a certain cycle, is not predictable from
what happened in the cycles before. At 5.8 seconds, there are alternating cycles again (not
shown). The irregularity can be heard as a rough (aperiodic) sound. At 6.3 seconds, a
different periodic motion sets in, shown in figure 5.8c: the lower part of the glottis does
not close, and the upper halves of the vocal folds touch for a short time only, so that the
glottis is open 80% of the time. This situation probably represents the falsetto register.

From 9.5 seconds on, the upper part of the glottis does not close any longer, so here is
another break. If we had modelled each vocal fold with three parts instead of two, we
would have found one more register break. Whether these breaks in our model are
realistic phenomena, is difficult to say, as long as we cannot ask people to phonate for as
long as possible without adjusting their chest muscles, and at the same time numb their
respiratory reflexes; nevertheless, people do utter several breaks when trying to phonate
their lungs empty.

Figure 5.8d shows the fundamental frequency during the 12 seconds of phonation.
The fact that the fundamental frequency suddenly rises during a falsetto break, is a
realistic phenomenon, and so is the irregularity that occurs during the transition.
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Sustained phonation: subglottal pressure
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Fig. 5.8 Sustained phonation with register breaks at 6.5 and 9.5 seconds.

123

(a)

(b)

()

(d)



124 CHAPTER 5

Male voice.While our female voice manages to phonate for 11 seconds without adjusting
the equilibrium width of her lungs after the first 30 milliseconds, the corresponding male
voice gives up after 6 seconds (and, again, a falsetto break). This is because our male
speaker has much larger vocal folds, which open for more than a millimetre; thus, the
male glottis forms much less of a constriction to the air sneaking out into the open, than
the female glottis; the male’s larger lung volume cannot compensate for that. This
difference between female and male voices is not found in practice. Besides, both 11 and
6 seconds is much too long for these low subglottal pressures. The probable cause of the
much quicker exhaustion found in reality, is the presence of an open duct between the
arytenoid cartilages, parallel to the glottis; the width of this duct, which may correspond
to thebreathinessof the voice, happens to be smaller for male voices, so that a man can
keep up with a woman although he spills more air through his glottis.

5.7 Varying lung pressure

This section describes what happens with the sound intensity and the vibration frequency
of the vocal folds, if the lung pressure is varied (from figure 5.8, we can already guess
that theF, drops with 120 Hz per kPa as a function of the subglottal pressure during
normal phonation, and thkg does not depend on the subglottal pressure during falsetto).
To this end, we simulated 1 second ®@f, with alungsparameter that falls linearly from

+0.5 (at 0 seconds) to —-0.5 (at 0.5 s), and rises again linearly to +0.5 (at 1 s); the vocal-
fold muscles were kept inactive.

Figure 5.9a shows the resulting lung pressure as a function of time: it varies pitch-
synchronously. The same figure also shows a smoothed (84.3) version of this, along a
scale shifted up by 1 kPa; it has a maximum of 5.3 kPa and depends almost linearly on
the lungs parameter. Figure 5.9b shows the sound signal at 1 metre in front of the
speaker’s face, and the sound intensity contour (84.3). We see that the higher the lung
pressure, the higher the sound intensity; however, the pressure-intensity curve
(parametrized by time) in figure 5.9c, obtained from interpolating 1000 points on the
smoothed lung-pressure contour and on the intensity contour, shows that below 1.3 kPa,
the intensity varies by 15 dBPa, and that it varies by less than JkiBa for higher lung
pressures.

Figure 5.10a shows the fundamental frequency of the vocal-fold vibration (84.1). For
this particular (default) setting of thericothyroid (vocal-fold tension) and
posterioCricoarytenoidglottal width) parameters, there are, besides the normal periodic
mode of vibration shown in 5.10b and 5.10e (for lung pressures below 3.2 kPa), several
chaotic modes of vibration (the voiceless regions in 5.10a, mainly at pressures between 3
and 5 kPa), and an irregular periodic mode above 5.0 kPa, at 500 ms; figures 5.10cdfg
show the acoustic signals and vocal-fold motions associated with these modes. Figure
5.10h shows the trajectory of this frequency with the smoothed lung pressure. Between
lung pressures of 1 and 3 kPa, the pitch rises by 20 to AkPdzwhich is equal to the
range found by Hixon, Klatt & Mead (1971).
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Fig. 5.9 Subglottal pressure and sound intensity as functions of time and of each other, when the lungs
behave as in 85.7. Inside the circles we find the smoothing functions: Gaussian on a linear
scale (a), parabolic on a logarithmic scale (b).
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Pitch contour
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Fig. 5.11  Phonetogram: trajectories of fundamental frequency and intensity for various vocal-fold
tensions, when the lungs behave as in figure 5.9, and the neutral glottal width is 0.

5.8 Phonetogram

If we repeat the experiment of 85.7 for different vocal-fold tensions, we find mode breaks
as in figure 5.10, but for high values of tbecothyroid parameter, théundamental
frequency for the highest lung pressures is higher than the fundamental frequency for the
lower lung pressures, in contrast with what we saw in figure 5.10. Also, the lung pressure
associated with the main mode break becomes lower.

Figure 5.11 shows the trajectories of the fundamental frequency and the intensity for
cricothyroid values between 0 and 1. The higher this parameter, the higher the
fundamental frequency (with equal lung pressure).

The phonetogramof figure 5.11 shows three main modes of vibration:

 regular low, between 250 and 300 Hz (figure 5.10e); this occurs for combinations of
low lung pressures and middle or low vocal-fold tensions.

» regular high, between 400 and 600 Hz; this occurs for a combination of high lung
pressure and middle-high vocal-fold tensions, and for very high vocal-fold tensions
with any lung pressure. As both parts of the vocal folds close, this mode is not a
falsetto register.

* irregular, around 200 Hz (figure 5.10g); this occurs for combinations of high lung
pressures and low or middle vocal-fold tensions.
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5.9 Voicing in obstruents

While we discussed above the supralaryngeally simple phenomena of breathing and
phonation, the rest of this chapter will show how our articulation model manages to
simulate myoelastic-aerodynamic interactions above the glottis. This is the prime feature
that distinguishes our model from other existing models of the articulatory-to-acoustic
process, and was the rationale behind the very decision to implement the model.

In contrast with the production of vowels, there are various processes in the
production of consonants that cannot be described exclusively in terms of an independent
glottal source and supraglottal filter. First, we will look into the various ways in which
our model speaker can cause her obstruent consonants to be voiced or voiceless. We will
further look at our model’s capabilities and limitations with respect to fricatives and
nasals, at passive vibrations outside the glottis (trills), and at consonants that involve
supralaryngeal pumping (ejectives) or suction (clicks).

As we saw earlier, the vocal folds vibrate if they are in the correct relative position
and if the airflow between them is large enough. During a supraglottal closure, if
everything else stays equal, the airflow decreases and the vocal folds are less likely to
vibrate. Figure 5.12 shows what happens in our model speaker if the only active gesture
she makes is a closing and subsequent opening of her lips. This gesture is superposed on
the samda]-like utterance that we used to investigate phonation in 85.4-8, i.e. a quick
contraction of the lungs between 20 and 50 ms (fig. 5.12a), a ‘hyoglossus’ activity of 0.4
to pull the tongue down (fig. 5.12b), and a jaw-opening activity of 0.4 (represented as
negative ‘masseter’ activity in fig. 5.12c). The lip closure is achieved by a simultaneous
closing gesture of the jaw (fig. 5.12c¢) and a closing gesture of the lips (fig. 5.12d), both
occurring between 100 and 200 ms. This gesture effectively closes the lips, though not as
firmly as in figure 5.4. The muscle activity is continued between 200 and 300 ms, and a
symmetric opening gesture occurs between 300 and 400 ms, after which the target
positions are again those of the origifigHike tongue shape. The actual width of the lips
follows the target values with some delay, because of the inertia of the wall masses (fig.
5.12e; as before, the values can be negative).

As in 85.3, where we tried to ‘inflate’ the oral cavity by means of a bilabial closure,
the supraglottal pressure becomes high when the mouth is closed (fig. 5.12f from 0.20 to
0.34 seconds). There seem to be two phenomena that inhibit voicing, and both are
consequences of this rising supraglottal pressure:

* The intraglottal pressure, which, if we neglect the Bernoulli forces, is approximately
theaverageof the sub- and supraglottal pressures, becomes high (fig. 5.12g from 0.20
to 0.34 seconds), thus pushing the vocal folds apart (fig. 5.12h from 0.20 to 0.34
seconds). So we see that even if the speaker does not actively widen her glottis, the
glottis will still be widened by the changing air pressures, and to a width (0.6 mm in
fig. 5.12h) that slightly surpasses the maximum amplitude during unobstructed
phonation (0.4 mm in fig. 5.12h). It thus becomes more difficult for the Bernoulli
forces to pull the vocal folds together.
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* Because the transglottal pressure, which isdifference between the sub- and
supraglottal pressures, decreases, the glottal flow diminishes. The Bernoulli forces,
which are proportional to the square of the particle velocity through the glottis, are thus
less capable of delivering energy to the vibration.

The resulting sound (oscillogram in fig. 5.12i, a spectrogram with a 10-ms window in fig.
5.12j) shows the formants associated wWih (750 and 1350 Hz) and a hint of their
transition from lower values in the neighbourhood of closure (at 0.35 s). Furthermore, the
sound is voiceless throughout the bilabial closure, which suggests the trans¢sipdipn

The [p], however, is not exactly the known from Dutch or French, which is actively
devoiced to enhance the contrast with its voiced countdopdrit were thisp, it would

have shown a strong noise burst at the bilabial release. Rather, voicing starts immediately
after the release, giving the sound writte &s southern German or English, which only
have to contrast it with an aspiratgpl]. Also, it is similar to the sound that young
children produce in the babbling stage of speech development, when they cannot yet
synchronize laryngeal with oral gestures; it is not by accident that their prototypical
reduplicative utterance is traditionally writtendeglain English butatain Dutch.

The kind of plosive described here, with its ‘passive’ larynx, is traditionally called
lenis voicelessand can be transcribed explicitly [@§. The following sections describe
various strategies that speakers can use to make stop consonants more voiced or more
voiceless.

5.10 Voicing contrast using glottal width: aspiration

During a long supraglottal closure after pronouncing a vowel, the vocal folds will
automatically stop vibrating after the airflow has fallen below a certain value. However,
during the first part of the closure, while the supraglottal pressure is still relatively low,
the vocal folds will vibrate, as was seen in figure 5.12h from 0.20 to 0.24 seconds. In
order to make a genuine voiceless stop consonant, the speaker can actively make the folds
stop vibrating by widening her glottis. She can do this by pulling gosterior
cricoarytenoid muscles and at the same time relaxing the muscles that have brought
together the vocal folds, like the interarytenoid muscles. The vocal folds will be too far
apart to vibrate; the likely acoustic effect if this articulatory trick is calkgaration

Figure 5.13 shows our simulation of this phenomenon. All gestures are the same as in
figure 5.12, except that the ‘posterior cricoarytenoid’ activity (fig. 5.13a) rises and falls
with a timing exactly synchronous to the jaw and lip target movements. This laryngeal
gesture is followed without much delay by the actual width of the glottis (fig. 5.13b). We
see in fig. 5.13c that normal voicing stops soon after the opening gesture of the glottis is
initiated: at 0.13 seconds, breathy voicing starts, and voiceless aspiration takes over from
0.16 seconds. In all, we can say that there is 70 ms of pre-aspiration. After the bilabial
release, we see another 40 ms of aspiration (between 0.35 and 0.39 seconds).
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Fig. 5.14 A cochleagram (perceptually based spectrogram) of the simulated utterance of figure 5.14.

The post-aspiration lasts shorter than the pre-aspiration, because the lips are relatively
slow in following the muscle commands, and the vocal folds are relatively fast, while the
timing of the target positions is the same. This is an effect of the response times in our
model being implicitly tied to the resonance frequencies of the walls, which are about 30
Hz and 170 Hz for the lips and vocal folds, respectively. In other words, the active
restoring force (the gamma loop) equals the passive relaxation force, for the same
deviation from the target position (or equilibrium position). In real languages, the timing
of the lip gesture is often very different from that of the glottal gesture: if the plosive is at
the beginning of a syllable, we mainly find post-aspiration.

As we can see in the spectrogram (fig. 5.13f), high frequencies are well represented in
the aspiration noise (drawing pre-emphasis was dfave), and some of the format
structure is seen even in the completely voiceless part.

The fundamental frequency drops from 166 Hz before the bilabial closure to 159 Hz
after. Between 0.20 and 0.25 seconds, we see (figs. 5.13c and d) a reverberation at 418
Hz, which is probably due to the sudden halt of the motion of the vocal folds (at 0.20
seconds in figure 5.13b), which should have been modelled in a smoother way. We are
lucky that this tone does not make it into the outer air. However, it is superposed on a 17-
Hz damped sine, visible in figs. 5.13c and d, but more clearly in fig. 5.13e. This is an oral
wall vibration, not audible because of its low frequency, but still apparent in the
spectrogram, together with the still lower frequency associated with the DC shift in the
acoustic sound between 0.13 and 0.20 seconds (fig. 5.13e). The pre-emphasis seems to lift
these very low tones up from the bottom edge in figure 5.13f. A spectrogram made from a
natural speech utterance would not show these tones, because microphones do not
normally transmit these low frequencies. We do show these tones here, because we are
trying to imitate the capabilities of human speech, not the limitations of recording
devices. Of course, more perceptually based representations of the sound, like the
cochleagram of figure 5.14 (see 84.2), would not show these low frequencies, either, since
the human ear is rather insensitive to them.
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Fig. 5.15  The workings of a supraglottal wall-stiffness contrast. Cheek stiffness above: (% bar
below: 3 bafm. Notice the very loviFg during labial closure.

5.11 Voicing contrast using tract-wall tension: fortis - lenis

In order to prolong voicing during a bilabial closure, a speaker can try to maintain a
sufficient amount of airflow by enlarging the supraglottal cavities. One way of getting this
done is letting the rising oral pressure inflate the walls of the oral cavity. Figure 5.15
shows what happens if we diminish the stiffness of the walls, including the lips, during
the whole utterance from 300,00Q'8 (= 3 baym) to 40,000 Mm?3 (= 0.4 bafm).
Voicing continues throughout the slack-wall utterance, which can therefore be transcribed
as[aba]; I will transcribe the utterance with less voicing aga].

We see that the first vowel maba] is much longer than that [apa]. It is a known
fact that in many languages vowels are somewhat longer before voiced obstruents than
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[ab:] [ad:]

A\ A\ [ag]

Fig. 5.16 Three oral occlusions with different volumes between them and the larynx.

A\

before voiceless obstruents. Probably because in English this phenomenon is
exceptionally clear, many explanations have been proposed, and we can now blithely add
one. We note that for both utterances in figure 5.16 the muscle gestures were simulated as
exactly synchronous. The timing difference in the acoustic output, therefore, must be a
result of the lips being slower [ib] than in[p], in following the muscle commands. Our
model has this peculiarity because the muscles and the walls are modelled by the same
springs, so that if the wall stiffness changes, the target-seeking muscle force changes, too.
In physiological terms, this would mean that the gain of the gamma loop is proportional
to the passive relaxation force, and that if either of these is related to motoneuron activity,
the other must also be, and in the same way. Though such a relation sounds plausible, it
may not be an appropriate description of all muscles.

Another common difference between voiced and voiceless plosives is that voiceless
plosives tend to be longer. Since figure 5.15 suggests that the closure durations are equal
if the articulatory gestures are timed equally, the difference is probably externally
planned, with the likely objective of enhancing the perceptual voicing contrast.

5.12 Place-dependent maintenance of voicing

After the speaker closes the lips[ib:], voicing will soon stop if she does not adjust her
laryngeal settings, because the vocal folds will separate by a millimetre or so as a result of
the rising pressure, as we saw in figure 5.12. To continue voicing, the speaker can adjust
the equilibrium width of the vocal folds, perhaps by increasinginterarytenoid
parameter from 0.5 to 0.53, to compensate for that millimetre. After this, we expect that
voicing will continue until the average pressure in the cavities between the larynx and the
constriction will have risen to a point where the transglottal pressure is too low for
passive vibration to continue.

Because the cavity behind a labial plosive is larger than the one behind a dorsal
plosive, we expect that voicing proceeds longefrai] than in[ag:]. To test this, we
compare the three possible oral occlusions in figure 5.16. The laryngeal and
velopharyngeal settings are as in the previous exampyeglossusactivity is set to 1
throughout the utterances, and after stable phonation has evolvextbitdarisOris
upperTongueor styloglossugparameter is raised from 0 to 1 within 0.1 seconds, while
theinterarytenoidparameter is simultaneously raised from 0.5 to 0.53.
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Figure 5.17 shows the widths of the tube sections that experience the first closure in these
three cases. These tube sections are the 26th, 22nd, and 11th sections in figure 2.10,
respectively, counted from the larynx.

From figure 5.17, we can read that voicing continues for 190, 112, and 67
milliseconds after the closure, fpab:], [ad:], and[ag:], respectively. This confirms the
findings of Ohala & Riordan (1979). These differences in voiciriippfid], and[g] lead
to a hierarchy of articulatory effort for the implementation of the voicing feature for the
various plosives, and to a hierarchy of perceptual confusability for vviceeless pairs
of dorsal, coronal, and labial plosives. In chapters 11 and 17, we will see linguistic
evidence of these hierarchies.

5.13 Voiceless by glottal constriction: ejectives

Another way of making sounds voiceless is by firmly constricting the glottis (effort
closure). A plosive stop that uses this can have a release burst either if the glottal
constriction is released just before the oral constriction, so that the lung pressure may
produce a burst, or if the glottal constriction is released after the oral constriction and
there is an alternative mechanism to raise the pressure behind the constriction, like
narrowing of the pharynx or raising of the larynx.

5.13.1 The production of ejectives

Ejective plosive stops are voiceless plosives with a simultaneous glottal stop and a raising
of the larynx.

According to Westermann & Ward (1933), “the mouth closure is generally released
half a second before the glottal closure”. Halle & Stevens (1971) amend this statement by
telling us that “there is a delay of 50-odd ms before the adducting glottal musculature can
be relaxed and the glottis can assume a configuration appropriate for the onset of vocal-
cord vibration”. Catford (1977) reports having measured a great variation for this interval
in Caucasian languages, “ranging from only 12 ms in Abkhaz, through 28 ms in
Kabardian, and 70 ms in Chechen, to about 100 ms in Avar and in the Bzhedukh dialect
of Adyghe”.

During the time that both the mouth and the glottis are closed, the larynx is raised
(though Westermann & Ward (1933) did not mention this, as noted by Hayward (1993)),
which causes a high pressure build-up in the pharynx. The empirical data of Pinkerton
(1986) for several Mayan languages show that this pressure is typically between 1200 and
2000 Pa, whereas the pharyngeal pressure for plain voiceless plosives is between 600 and
1000 Pa. Ladefoged and Traill (1994) measure pharyngeal pressures up to 2000 Pa before
the velar or uvular release of post-click ejectives in IX48.

Because of the high pressure behind the oral constriction, the release burst of an
ejective plosive is stronger than that of a plain plosive. However, this pressure, having
only the pharyngeal cavity as its back-up reservoir, drops after the release more rapidly
than the pressure of a plain release burst, which is maintained by the large reservoir of the
lungs. Therefore, the noise burst will be shorter in ejectives. On the other hand, the
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Fig. 5.18 The pressure in the pharynx with the production of an ejective dorsal stop.

supralaryngeal reverberations will last longer in ejectives than in plain plosives, because
there is no glottal damping of the formants, the glottis still being closed. The perceptive
impression thus raised is that of a “peculiarly sharp sound” (Westermann & Ward 1933).
Catford (1977) describes a syllable in the following way: “in a sequence sUpha#s
the rather ‘hollow’ sounding ‘pop’ on release of the glottalic pressure[ptdps heard a
moment before the glottal closure is released, in the form of an abrupt start of voicing”.
The high pharyngeal pressure could also be brought about by a sphincteric, instead of
longitudinal, compression of the pharyr@atford (1977) states that exactly this may
occur as a secondary articulation. We should keep in mind, however, that some Caucasian
languages contrast pharyngealized with non-pharyngealized ejectives (Kibrik &
Kodzasov 1990).

5.13.2 Simulation of ejectives

Our articulatory synthesizer is designed to be strong in modelling automatically the
interaction between tract shape and aerodynamics. In particular, it is supposed to correctly
represent the aerodynamic effects of changes in the lengths of the tube sections.
Therefore, it should have no trouble simulating the aerodynamic and acoustic properties
of ejectives.

To test this, we synthesize from the following articulations:

Step 1. Phonate in the familiar way, usingy@glossu®f 0.5 and anasseteof —0.3 to
simulate an open vowel.

Step 2. Oral closure. Mowstyloglossusrom 0 to 1 between 0.1 and 0.15 s.

Step 3. Glottal closure. Movaterarytenoidfrom 0.5 to 1 between 0.17 and 0.2 seconds.
This step could also precede step 2.

Step 4. Raising of the larynx. Mowstylohyoidfrom 0 to 1 between 0.22 and 0.27
seconds.

Step 5. Oral release. Mosggyloglossudback from 1 to 0 between 0.29 and 0.32 seconds.

Step 6. Glottal release during return of the larynx. Materarytenoidback from 1 to 0.5
andstylohyoidback from 1 to 0 between 0.35 and 0.38 s.

Aroundt = 0.16 seconds, the pressure in the pharynx (fig. 5.18) equals the pulmonic
pressure of 550 Pa. Between 0.22 and 0.27 seconds, the hyoid is pulled up and the
pressure rises to 1500 Pa.
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Fig. 5.19 Passive vibration outside the glottis.

5.14 Trills

Because the entire vocal tract has been modelled in the same way as the glottis, passively
vibrating walls should be able to occur wherever the conditions are favourable. At the
tongue tip, for instance, the “wall” mass is low, as is the wall stiffness because of the
protruding shape. Also because of this shape, the damping is low. Thus, the conditions for
strong myoelastic-aerodynamic interaction are fulfilled, although they are very different
from those in the glottis. Figure 5.19 shows the acoustic output for a simulated utterance
with an apico-alveolar trill superposed on a vowel, which can best be transcrieed]as

In the example of figure 5.19, the trill is periodic, i.e., the trill frequency is a
subharmonic of the vocal-fold frequency. This need not always be the case.

5.15 Clicks

We have already seen many cases of muscles controlling air pressure: contracting lungs,
yielding cheeks, and rising larynx. In click consonants we see another example: the walls
in between two constrictions are pulled apart, which causes the pressure in this cavity to
fall, and an inward release burst poweredshgtionwhen one of the constrictions is
opened.

The bilabial click involves simultaneous bilabial and velar closures. When the bilabial
closure is released, we hear the characteristic ‘pop’ sound resulting from a bilabial burst
reverberating in the oral cavity which is still closed at the velum. Figure 5.21 shows the
gestures involved. Figure 5.20 shows some of the vocal-tract shapes and acoustics.

As we see in the spectrogram, the release initially causes a short burst with a large
frequency content. After this, we hear a sine-like sound with a frequency that rises from
300 Hz to 1000 Hz.
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Fig. 5.20 Myoelastic, aerodynamic and acoustic results of a bilabial click.
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Styloglossus Masseter OrbicularisOris
1 1
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Fig. 5.21 The articulations involved in making a bilabial click consonant.

5.16 Conclusion

Our articulation model managed to simulate realistically several speech phenomena that
could not be handled by previous models: the dependence of voicing on oral wall tension,
the dependence of the maintenance of voicing on the size of the supralaryngeal cavity,
pumping and sucking effects caused by length changes (ejectives), and pumping and
sucking effects caused by wall movements (clicks). This gives us the reassurance that we
can use the model profitably in parts Il and Il of this book. Among the speech
phenomena that stay problematic, we find: effects of crucial two-dimensional shape of
cross sections (laterals; some glottis configurations), and non-local noise generation
(sibilant fricatives).
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CONSTRAINTS

Chapter 6 will show that the constraint-ranking formalism of Optimality Theory is
particularly suited for marrying “phonetic” explanation with “phonological” description.
Chapters 7 to 10 derive several constraint families from common properties of human
motor behaviour and perception. Chapters 11 to 13 discuss some consequences of the
theory in the realms of typology, segmentality versus autosegmentality, and
underspecification.

Together with chapter 1, chapters 7 to 13 appeared on Rutgers Optimality Archive in
February 1997 (Boersma 1997a).






o Functional Optimality Theory*

Abstract. This chapter briefly introduces Optimality Theory from the functionalist viewpoint.

The functional hypothesis for phonology (Passy 1891) maintains that sound structures
reflect an interaction between the articulatory and perceptual principles of efficient and
effective communication. The theory that | develop in this book maintains that this
interaction is directly reflected in the grammar: it handles substance-related phonological
phenomena within the constraint-ranking framework introduced by Optimality Theory
(Prince & Smolensky 1993), but without the need for positing innate features and
hierarchies; if restrictetb gestural and faithfulness constraints, its scope equals that of
autosegmental phonology and feature geometry.

6.1 Grammar model

As defended in chapter 1, Functional Phonology makes a principled distinction between
articulatory and perceptual representations and features. The grammatical correlates of the
speech production and perception processes illustrated in figure 1.1, are depicted in figure
(6.1), which shows the concept of the linguistically relevant systems, processes, and
representations of the speech production and perception systems of a single speaker-
listener, to the level of precision that we will need in this book:

lunderlying form [] |perceptual specificatign---------- |

production system

recognition system (production grammar)

(recognition gramma

[articulatory outpuf ------ ART i
| perceptual input [] EAITH
"% [acoustic output
perceptual cat. syste 2, :
(perception gramma ‘?’»(9 perceptual cat. system i
% (perception grammar)
ic i < :
[acoustic inpuf | perceptual output ---------------- 4 6.1)

In (6.1), we see the following representations:

(1) Theacoustic inputof the speech uttered by another person, as presented to the ear of
the listener; written between brackets because it is a language-independent
representation.

1 This chapter appeared as Boersma (1997e).
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(2) Theperceptual input the speech uttered by another person, as perceived by the
listener, in terms of perceptual features (periodicity, noise, spectrum) and their
combinations; written between slashes.

(3) A perceptual specificatiorf81.3.3) in terms of perceptual features, as stored in the
language user’s lexicon as anderlying form; written between pipes.

(4) Thearticulatory output of the speaker (81.3.3), in terms of articulatory gestures
(articulator positions, muscle tensions) and their combinations; written between
brackets.

(5) Theacoustic outputof the speaker: an automatic result of her articulatory output (ch.
2 & 3); also written between brackets.

(6) Theperceptual outpuif the speaker (81.3.3): her acoustic output, as perceived by
herself; written between slashes.

Figure (6.1) also shows the following processing systems:

* The speaker’'groduction systendetermines the surface form of the utterance from an
underlying perceptual specification.

* The listener'perceptual categorization systedetermines how a listener converts the
raw acoustic input to a more perceptual representation; she uses this system for the
acoustic input from other speakers as well as for her own acoustic output.

» The listener'secognition systenconverts the perceptual input into an underlying form
(and helps the categorization system).

* A comparison moduleon behalf of language acquisition. If the learner’s output, as
perceived by herself, differs from the adult utterance, as perceived by the learner, the
learner will take a learning step (chs. 14-15).

The abbreviations RT and FRAITH refer toarticulatory andfaithfulness constraints, as
explained below.

6.2 Constraint-ranking grammars and functionalism

Consider the process of place assimilation of nasals in Dutch. The freds/ ‘train’
and/paka/ ‘catch’ will often be concatenated Aseimpaka/. The process is confined

to the coronal nasal: bilabial nasals, velar nasals, and non-nasals at any place, do not
usually assimilate place.

6.2.1 Explanation versus description

A phonetic explanation for these facts can readily be given: as compared to the
articulation[treinpaka], the articulatioftreimpako] saves the speaker one tongue-tip
gesture, since the bilabial gesture [for] was already needed ffys]; the perceptual loss

of this assimilation is the neutralization of any specifigdand|m|, which could lead to
confusions between words that end in these sounds, and to extra required effort in the
recognition system. The restriction to nasals can be explained by the fact that e.g. the
nasals/m/ and/n/ are perceptually much more alike than the plosfygsand/t/, so
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that the listener will rely less on place information for nasals than for plosives, so that the

speaker has more freedom to mispronounce a nasal than a plosive; the restriction to
coronals can be explained by the fact that coronals are much more common than labials,
so that the listener will have a bias towards recognizing a coronal instead of a labial, so
that the speaker will assume that the listener will reconstruct the coronal even if she

pronounces it as a labial (I will return to these explanations in chs. 9 and 15).

These explanations, however, do not tell us what a speaker does when she has to
concatenate the wordsrein/ and/paks/, and this is why phonetic explanations have
seldom met with enthusiasm on the part of linguists.

Until 1993, linguists tended to describe phonological processes with rules, e.g., they
would describe nasal place assimilation with a structure-changing recipea likenf / _

p”, or with a generalization over the various places, or with a feature-filling recipe like
“[Oplace] - [aplace]/ _ [aplace]”, or in an autosegmental god feature-geometric
formulation. All these notational variants, however, are still recipes and have little
explanatory power. So the explanatory and descriptive accounts had been divorced for a
long time.

6.2.2 Constraint-ranking grammars

The advent of Optimality Theory (Prince & Smolensky 1993; McCarthy & Prince 1993a,
1993b, 1994, 1995) changed this situation, by ma&orgstraintsinstead of rules central

to the grammar. A traditional Optimality-Theoretic account of nasal place assimilation
would have that a universal constrainhg$iM (“nasals have the same place as a
following consonant”) iglominating the universal constrainDENT (place) (“the surface
place is equal to the underlying place specification”). Since these constrawvitdaie

the outcome depends on theankings, so that we have the following mini-typology: if
NASSIM outranks DENT (place), there will be assimilation; if, on the other hanganir
(place) dominates AsSIM, there won't.

A constraint like MssIM still provides no explanation: it is still purely descriptive.
But instead of these allegedly universal constraints, we can directly translate the phonetic
principles of minimization of effort and perceptual confusion into the grammar, namely,
into articulatory constraints(*ART” in figure 6.1), which evaluate articulatory outputs,
andfaithfulness constraints(“*FAITH” in figure 6.1), which evaluate the similarity
between the specification and the perceptual output.

For nasal place assimilation, the relevant articulatory and faithfulness constraints
would be (the asterisk can be read as “no” or “don’t”, or simply “star”):

*GESTURE(tongue tip: close & open):
“do not make a tongue-tip opening and closing gesture”

*REPLACE (place: coronal, labigl nasal/ _ C):
“do not implement a perceptual coronal place specification as something
that will be heard as labial place, for a nasal, before a consonant”

The Dutch assimilation process can then be seen as the result of the following grammar of
ranked constraints (I will freely abbreviate constraint names):
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*REPLACE (cor/ plosive) Nasal place assimilatio
*G ESTQRE(tip)

*REPLACE (cor/ nasal)

(6.2)
Because plosives do not assimilate, the constraiePtRCE (place: coronal, labial

plosive/ _ C) must be ranked higher than2&URE (tongue tip). Note that the ranking

of *REPLACE (place/ plosive) above *RPLACE (place/ nasal) reflects the asymmetry of
perceptual confusion discussed above, so that we may well hypothesize that this ranking
is nearly universal. Indeed, if we could find out what rankings are universal and what
rankings can be set on a language-specific basis, we would have a typologically adequate
account of possible and impossible sound systems, which, in my view, is an important
goal of phonological theory.

Thus, violable constraints can be expressed in such a general way that they yield to
the linguist’s requirement of universality and simplicity, and to the phonetician’s
requirement of explicability in terms of the properties of the human speech mechanism. In
part 1l of this book, | will identify these functional constraints and investigate their
interactions; in part 111, 1 will show their empirical adequacy.

6.3 The production grammar

So | will assume that the speaker’s production system can be described by an Optimality-
Theoretic production grammar.

A typical production process can thus be represented with the following Optimality-
Theoretictableau

|sped A B
[] [arty] /perc/ *
[art,] /perc/ x| (6.3)

This tableau shows the following representations, each of which can be identified in
figure (6.1)2

(1) A perceptual specificatiapec
(2) Many candidate articulatory outpasd;.
(3) For each candidate articulatory outpttt: the corresponding perceptual outpatg.

In tableau (6.3), the two constraints A and B both issyodestagainst a certain
candidate, as shown by the asterisks ftiagks). Because A is ranked higher than B, the

2 Where there is no change of confusion, | will use a single shorthand for the articulatory and perceptual
outputs (put between brackets), and often write the perceptual input between equally traditional slashes,
with the understanding that it is a shorthand for a collection of specified perceptual features.
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disharmony associated with its violation is greater than that of B, and its violation
becomes therucial violation for candidate 2, as shown by the exclamation symbol,
which is put after therucial mark. Thus, candidate 1 is moharmonic (less offensive)
than 2, so it becomes thnner, as shown by the pointing finger. Some cells are grey
because any violations that might occur in these cells cannot contribute to determining the
winner.

Our example of nasal place assimilation is written as

|an+pal *GESTURE(tip) | *REPLACE (cor)
[anpa] /anpa/ *|
[1] [ampa] /ampa/ * (6.4)

The candidat¢ampa] (shorthand for “pharyngeal narrowing plus lip closure and opening
plus velum raising...”), which is perceived /asnpa/ (shorthand for “highr; plus labial
place plus nasality...”), is the winner.

6.4 The perception grammar

We will likewise assume that the listener’s categorization system can be described by an
Optimality-Theoretigperception grammar
We can thus represent a typical categorization process with the following tableau:

[ac] A B
[] /cay/ *
/caty/ * | (6.5)

This tableau shows the following representations (visible twice in figure 6.1):

(1) An acoustic inpuéc.
(2) Several candidate perceptual categarags

For instance, on the perceptual tiey (first formant), the listener may have three
categories of 300, 500, and 700 Hz (for high, mid, and low vowels, respectively). If the
acoustic input is 440 Hz, a relevant constraint (ch. 8) is:

*WARP (F,: [440], /300/):
“do not initially classify an acoustic input of 440 Hz as a high vowel”

The decision of theategorizationsystem can now be described with the following
tableau, if the system is trying to initially classify any acoustic input into the “nearest”
category:
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[440] *WARP *WARP *W ARP
([440], /700/) ([440],/300/) | ([440],/500/)
/300/ *|
[] /500/ *
/700/ *1 (6.6)

The winner is the categorb00/, i.e., the input of 440 Hz is initially perceived as a mid
vowel (the recognition system may correct this initial categorization on the basis of other
information).

6.5 Conclusion

The hypothesis of Functional Phonology is that the production and categorization systems
can be described with Optimality-theoretic constraint-ranking grammars that contain
direct translations of principles of minimization of articulatory effort and perceptual
confusion. This is an empirical hypothesis, since the Optimality-theoretic maxim of strict
ranking predicts a restricted typology of possible languages; our functional version will
add to this restrictivity, by proposing a principle that accounts for universal rankings of
some constraint pairs (chapter 11).

This hypothesis will be worked out in the remaining chapters of part Il, and its
descriptive adequacy will be established in part Ill.



7 Articulatory constraints

Abstract. This chapter formalizes the principle of minimization of articulatory effort into gestural
constraints and their universal local rankings.

In his Dictionary of Phonetics and Phonologjrask (1996) calls the principle of
maximum ease of articulatid® somewhat ill-defined principle sometimes invoked to
account for phonological change”. In this chapter, | will formalize effort, and turn it into a
well-defined principle that will be seen to work for phonetic implementation (ch. 10),
segment inventories (ch. 16), and autosegmental processes (ch. 18, 19).

As we will see below, previous attempts to formalize articulatory effort run short of
several generalizations, because they try to express articulatory effort into one variable.
The relevant constraint in such an approach would be:

Def. *EFFORT (effort)
“We are too lazy to spend any positive amoureftdrt” (7.1)

The constraint-ranking version of minimization of effort would be stated as:

Minimization of effort:
“An articulation which requires more effort is disfavoured.” (7.2)

This would be formalized into a universally expected constraint ranking:
*EFFORT(X) >> *EFFORT(Y) = x>y (7.3)

where “>>" stands for “dominates”, & ” expresses logical equivalence, and “>" means
“greater than”. However, articulatory effort depends on at least six primitives: energy, the
presence of articulatory gestures, synchronization of gestures, precision, systemic effort,
and coordination, and languages seem to be able to rank these separate measures
individually to a certain extent. All of these will prove to be crucial in phonology.

7.1 Energy

A formula for the physiological effort needed by a muscle is at least as involved as
[(ma+Fy)vdt + [ Fgvo (7.4)

where
t = time. Ceteris paribus, the longer the utterance, the more energy.
x = displacement of the muscle.
v = dx/dt = the velocity of the moving muscle. For a constant force, the power spent
is higher for higher velocity.
m = mass to move.
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a = d?x/dt? = the acceleration. The heavier the moving structures, the more energy is
spent in accelerating them.

Fo = elastic forces and forces exerted by other muscles (gravitational forces can be
included here). Stretching other muscles costs energy.

Vo = some constant expressing the energy needed for an isometric contraction.
Applying a force costs energy, even in the absence of motion.

Negative integrands should be ignored in (7.4), because no energy can be regained by the
muscle. If summed over all muscles, formula (7.4) defines a global effort measure,
analogously to the global contrast measure of (4.24).

The energy constraint against a positon change, i.e., a slow movement of an
articulator from one position to the other, is associated witlvénk done by the muscle,
i.e., the termI Fgvdt in (7.4). It can be expressed as:

Def. *DISTANCE (articulator: a | b)
“An articulator does not move from locatianto b, away from the neutral
position.” (7.5)

This constraint is not really a single constraint, btaraily of constraints, parametrized
by the articulator and the locations. Within thegDANCE family, a universal ranking is
given by the following principle:

Minimization of covered distance:
“An articulator moving away from the neutral position prefers to travel by
the shortest distance possible.” (7.6)

This is expressed in a constraint-ranking formula as:

*DISTANCE (articulator: x; | X) >> *DISTANCE (articulator: y; | y,)
= [ =% >y - v (7.7)

where the |” stands for an articulatory contour, i.e., a change in position or tension of the
articulator. This is expected to hold within each articulator in every language.

The energy constraint against maintaining a non-neutral position of an articulator is
associated with the energy spent in holding an isometric contraction, i.e., the term
IFe,vo dt in (7.4). It can be expressed as:

Def. *HOLD (articulator: position duration)
“An articulator stays at its neutral position, i.e., it is not held in any non-
neutralpositionfor any positiveduration.” (7.8)

The universal ranking of these constraints are given by the following principles:

Minimization of extension:
“An articulator likes to stay as near as possible to the neutral position.”
(7.9)
Minimization of duration:
“A non-neutral position should be maintained as briefly as possible.”
(7.10)
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In formulas, where the positionis measured relative to the neutral position:

*HOLD (articulator: x, At) >> *HoOLD (articulator: y, At) < [x|>|y| (7.11)

*HOLD (articulator: x, At) >> *HOLD (articulator: x, Au) < At > Au (7.12)

In a model for vowel inventories, Ten Bosch (1991) constrained the articulatory space
with a boundary of equal effort, which he defined as the distance to the neutral (straight-
tube,[o]-like) position. In terms of the ranking (7.11), this would mean having alLtH
constraints undominated above a certain displacemearid all constraints maximally
low for smaller displacements.

Finally, equation (7.4) contains the ter[rnmvdt, which expresses the fact that a
displacement costs more energy if it has to be completed in a short time, at least if no
energy is regained in the slowing down of the movement. The related constraint is:

Def. *FAST (articulator: a | b, duration)
“An articulator does not complete its displacement franto b in any
finite duration” (7.13)

The universal ranking within this family is given by:

Minimization of speed:
“Faster gestures are disfavoured.” (7.14)

This can be formalized as
*FAST (articulator: a | b, At) >> *FAST (articulator: a | b, Au) = At<Au (7.15)

The *DISTANCE, *HOLD, and *FAST constraint families associated with a certain
articulator, can probably not be freely ranked with respect to one another, because there
are no signs that the production system, let alone phonology, treats them individually.
Rather, we could regard them as aspects of a general articulator-specific
*ENERGY (articulator: x(t)) constraint, to whose ranking they contribute additively. This
*ENERGY constraint is ranked by its energy value (7.4). TheE®RGY constraint clan is

active in the case of phonetic implementation (ch. 10), but will be seen to show
surprisingly littleorganizationalpower, especially seen in the light of the prominent role
played by the principle of energy minimization in the literature on the phonetic
simulation of sound inventories (for a discussion on this subject, see chapter 16).

7.2 Number of gestures

Thenumber of articulatory contourson the gestural tiers is a first rough measure of the
organizational effort of an utterance. The constraints that favour a reduction of the
number of articulatory contours, express the qualitative difference between making and
not making a gesture: the loss of a gesture implies a discrete organizational articulatory
gain.
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In this coarse measure, therefore, #mountof movement does not matter (by
definition). Compare the simplest implementationgaph/ and/awa/:

a p a a W a
lips wide | closed wide lips wide narrow wide
pharynx narrow pharynx narrow

(7.16)

Both contain two contours, so they are equally difficult in that respect.
The numberof movements does matter. Compgemt/ with /tens/:

€ n t € n S
velum closed open closed velum closed open closed
blade wide closed blade wide closed crit

(7.17)

The utterance/tens/ ends with two contours, and is therefore more difficult
organizationally thartent/.

The constraint family associated with the minimization of the number of contours can
be called *&STURE

Def. *GESTURE(gesturg
“A gestureis not made.” (7.18)

For instance, the constraint EGTURE(blade: closure) can be held responsible for the
deletion of the coronal gesture in Dut¢h+p/ sequences. Since ESTURE has no
continuous parameters, there is no universal ranking within this family. A universal
tendencywithin the *GESTUREfamily, however, is expected to be

*GESTURE(gesturg) >> *GESTURE(gesturg) <
< effort (gesturg) > effort (gesture) (7.19)

Such a ranking expresses an articulatory markedness relation across articulators. As with
implicational markedness statements, these rankings can probably only be determined or
predicted for “neigbouring” gestures. For instance, the larger rate of occurrence of
coronal plosives with respect to labial plosives in most languages, may be attributed to
the universal ranking *&TURE(lips) >> *GESTURE (blade). However, the ranking of
these constraints with respect to, sayE8®URE (lowered velum) is not only difficult to
determine; it is plausible that languages have a free choice in this ranking. For instance,
there are a few languages without labial plosives, and a few other languages without nasal
stops; this can be interpreted as the typology expected from a free ranking of
*GESTURE(lips) with respect to *&STURE (lowered velum).

Although (7.19) may express cross-linguistic and intralinguistic markedness relations,
it is not valid in the realm of articulatory detail within a language. Rather, the finiteness
of available articulatory tricks in every language forces us to admit that

*GESTURE(gesturg is undominated with probability 1 (7.20)
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wheregesturespans the infinite number of thinkable articulations in the human speech
apparatus. This effect is duertmtor learning only those few gestures that the child has
managed to master during the acquisition of her speech, are associated with a violable
*GESTURE constraint. For instance, speakers of English apparently have a low
*GESTURE(corono-alveolar closure) constraint, because they obviously know how to
make alveolar plosives; the BSTURE(corono-dental closure) constraint, on the other
hand, is ranked high (or better: it is a virtual constraint not yet visible in the production
grammar; see ch. 14). Speakers of French have the reverse ranking. Considerations of
minimization of energy, therefore, seem not to be involved.

The emergence of motor skills is reflected in the reranking that takes place during
speech development. Children start out with very few usably low-rankedTURE
constraints. While learning, the acquisition of coordinative skills causes the emergence of
more low *GESTUREcoNSstraints, giving the *B=ERGY constraints a chance to play a role.

Now that we have two constraint families, we can study an interaction. Below (1.15),
| discussed the conflict between an active maintenance of lip spreading and the
organizational problem of issuing a command to move the lips back to their rest position.
In terms of tension control, the conflict is betweerotH (risorius: 20% active, 100 ms)
and *GESTURE(risorius: relax from 20% active); in terms of length control, the conflict is
between *HOLD (risorius: 40% spread, 100 ms) andES3IURE (risorius: from 40%
spread to neutral); and in terms of the control of articulator position, the conflict is
between *HOLD (lips: 40% spread, 100ms) and BEGTURE (lips: from 40% spread to
neutral). The un-English implementation (1.15) would be the result of the ranking
*GESTURE(relax lips)>> *HoLD (lips: spread, 100ms):

/tens/ *GESTURE(relax lips) *HOLD (lips: spread)
[] theénts *
the&nts x| (7.21)

It should be noted that a candidate without any lip spreading (i.e., satisfyBgyO&E
(lips: spread)) is ruled out by the specification of maxinfism

Now that we have constraint interaction, we can predict a typology. Languages that
have the ranking *6sTURE (relax lips) >> *HOLD (lips) are expected to maintain any
non-neutral lip shape as long as possible, because that would minimize the number of
articulatory contours, since there is always a chance that a following strong perceptual
rounding specification requires the same lip shape. A typical phonologization of this
effect would be the restriction of its domain to the morphological word: this would give a
rightward rounding harmony, spreading from the strongly specified root onto weakly
specified suffixes, like in manyurkic languages. Languages that have the ranking
*HOLD (lips) >> *GESTURE (relax lips) will return to a neutral lip shape as soon as
possible; their weakly specified suffixes typically contain central vowels, as in many
Germanic languages. See further §19.1.
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7.3 Synchronization

It is difficult to synchronize two articulatory contours exactly. All the intricate timing
relations of adult speech have to be learned: the child starts out with simple single
gestures (Koopmans - Van Beinum & Van der Stelt 1986, to appear; Vihman 1996: ch.5).
If /tens/ is produced maximally faithfully g$t"ens]] (the aspiration is considered part

of the specification), we have a perfect synchronization of the nasal opening gesture with
the dorsal closing gesture, and a synchronization of the nasal closing gesture with the
dorsal opening gesture. This is depicted in the gestural score as the synchronization of the
relevant contours:

Articulate:
velum closed open closed
blade wide| closed crit
(7.22)
The resulting perceptual features and microscopic transcription are:
Perceive:
nasal +
coronal +
voiced sonorant
friction sib
€ n S
(7.23)

This output[[ens]] is perfectly faithful to the input. However, the required articulatory
implementation apparently involves the violation of two contour-synchronization
constraints:

Def. *SyNC (articulator,: from, | toy; articulator,: from, | to,[; At])
“The movement oérticulator; from from; to to; is not synchronous with
the movement orticulator, from from, to to, [within any finite time
SpanAt].” (7.24)

For a discrete version of ¥8IC, the temporal distance paramei¢ican be left out; it is
then assumed to be “zero” for practical (perhaps perceptual) purposes. The universal
ranking within the *§Nc family is given by:

Minimization of synchronization:
“Two articulatory contours on different gestural tiers like to be far apart.”
(7.25)

This can be formalized as
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*SYNC (articulator,: from, | to,; articulator,: from, | to,; At) >>
>> *SYNC (articulatory: from, | tog; articulator,: from, | to,; Au) =
= |At|<]Au| (7.26)

The two *SYNC constraints violated iffens]] would be:

*SYNC (velum: closed open; apex: opehclosed)
*SYNC (velum: oper] closed; apex: closeldcritical)

Both of these constraints can be satisfied by a different timing:

Articulate:

velum closed open closed
blade wide closed crit
Perceive:

nasal +

coronal side cont
voiced son

noise sib

€ [S n _t S

(7.27)

The resulting sound in that casq [isén_ts]]. Of course, this is different from the input
/ens/ (it violates some MNSERT constraints, 89.9), but this is no reason to feel
uncomfortable, because we have Optimality Theory to handle constraint interactions.

7.4 Precision

In his “quantal theory of speech production”, Stevens (1989) states that languages prefer
those articulations whose acoustic result is not very sensitive to the accuracy of the
articulation. For instance, di] is characterized by the proximity of its third and fourth
formants; this closeness is preserved for a large range of tongue positions around the
optimal palatal position. Thus, Stevens’ account can be translated into the principle of the
minimization of the articulatory precision needed to reach a reproducible percept
(Stevens 1990); this contrasts wkleating's (1990) window model of coarticulation,
which expresses the freedom of articulation as a window of solely articulatory
specifications.

Another working of precision is the cross-linguistic predominance of plosives over
fricatives. After all, it is easier to run into a wall than to stop one inch in front dthus,
controlled movements, as found in fricatives and trills, involve more precision than
ballistic movements, as found in stops (Hardcastle 1976).

The relevant constraint family can be written as

1 This is not my metaphor, but | don’t remember whose it is.
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Def. *PRECISION (articulator: position/ environmenjt
“In a certainenvironmenta certainarticulator does not work up the
precision to put itself in a certaposition” (7.28)

The environment will often be something liledt _right, which stands for “betwedaft
andright”, whereleft andright are preceding and following articulatory specifications,
often on the same tier. For instance, the constraint acting against the precision (constant
equilibrium position of the lungs) needed to hold your breath between the inspiratory and
expiratory phase is expressed as (when your upper respiratory pathways are open):

*PRECISION (lungs: hold/ in _ out)

Quite probably, it is much more difficult to temporarily hold your breath during the
course of an exhalation. This means that the constraint just mentioned is universally
ranked below *RECISION (lungs: hold/ out _ out).

7.5 Coordination

There is no principled difference between assuming that the number of vowels in a
language is finite, and assuming that vowel systems are structured within themselves, i.e.
that they can be expressed in smaller units. Having a finite number of vowels means
having a finite number of tricks, and there is no principled reason why these tricks could
not be perceptual features and articulatory gestures, instead of whole segmerts. So:
and[o] form a natural class because of eqea(perceptual feature), while][and[n]

also form a natural class because of the use of the same tongue-tip gesture.

A first rough measure of the systemic effort of a language would be the number of
articulatory and perceptual tricks needed to speak and understand that language, plus the
number ofcombinationsof these tricks that the language uses. E.qg., if we find the sound
change/k/ > /k"/ in a language, chances are ththtvoiceless plosives get aspirated at
the same time, since that would keep the number of trick combinations at a more
manageable level: the trick combination “plosive + voiceless” is replaced by “plosive +
aspiration”, whereas if the other voiceless plosives did not become aspirated, the
language would end up with having ttveo combinations “plosive + voiceless” and
“plosive + aspiration”. Alternatively, if the sound chandg > /k"/ renders the sound
system asymmetric, this principle may work later on in simplifying the now unbalanced
system by causing the aspiratiorypf and/t/, too.

The principle examined here is very important in building sound systems, and is
usually callednaximum use of available featuréisough, as we saw in our example, this
term should be extended wittnd their combinations

Because every combination of articulatory tricks has to be learned, we have the
following constraints:

Def. *COORD (gesturg, gesturg)
“The two gesturegesturg andgesture are not coordinated.” (7.29)

As with *GESTURE most of these constraints are undominated.
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These negative relations between gestures are the common situation in speech
development. Skilled speakers, on the other hand, have pasityverelations between
gestures, resulting from the acquired coordinations that implement the perceptual
specifications of the utterances of the language.

For instance, Dutch has two perceptually contrasting degrees of voicing for plosives:
fully voiced and fully voiceless. Both require an active laryngeal adjustment in their
articulatory implementations. Now, a lax voiceless stop, as the English or South-German
word-initial b, which requires no actions of the laryngeal muscles, can hardly be
pronounced consciously by native speakers of Dutch; instead, it must be elicited by an
extralinguistic experiment, for instance, the simulation of a repetitive mandibular gesture
like the one found with babbling infants.

Another example is the extreme difficulty displayed by Dutch students when learning
to produce unrounded back vowels: they typically produce either an unrounded front
vowel modified with a backing gesture of the tongue body, or a rounded back vowel
modified with a spreading gesture of the lips. No-one, by contrast, has any trouble
producing the extralinguistic sound that expresses disgust, which combines voicing, lip
spreading, and dorsal approximation. That sound, again, can hardly be produced without
pulling the facial muscles that are associated with disgust but are superfluous for
producing unrounded back vowels.

Thus, while plosives and rounded back vowels require complex coordinations not
mastered by beginners, adults have several constraints that are the results of the plasticity
of the human motor system:

Def. IMPLY (gesturg, gesturg) = [Jgesturg [1 [Jgesturg
“The presence afesturg implies the presence gesture.” (7.30)

This is an example of language-specific effort. Several muscles can only be pulled as a
group (at least when speaking). These coordinations are language-specific and reflect the
organizational shortcuts that characterize experienced speakers. The cross-linguistic
pervasiveness of some of them have led some phonologists to ascribe to them the status
of universal principles. For instance, numerous underspecificationists want us to believe
that the implication [+back] [+round] is a universal (innate) default rule, whereas, of
course, the tendency for back vowels to be round is related to their maximal perceptual
contrast with front vowels. If we stay by the functions of language, we can unequivocally
assign the roles of cause and consequence.

Still, we have to ask to what extent (7.30) plays a role in the phonology of the
language. It is quite probable that we have to invoke it for explaining the phenomena
found in second-language acquisition: the trouble for speakers of English in producing
unaspirated French plosives is not due to a perceptual failure or low faithfulness
constraint, but must be attributed directly to the need to bypass a soft-wired (i.e., built-in
but not innate) coordinative structure. Thus, the language-specific constraint (7.30) must
play a role in articulatory implementation, i.e., the speaker uses it to her advantage in
minimizing the number of higher neural commands, delegating some of the more
automatic work to the more peripheral levels; in this way, [+back], with its automatic
implication of [+round], is a simpler command than [+back; —round]. On the other hand,
in explaining sound inventories, the combination [+back; +round] must be considered
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more complex than [+back; —round], because it involves one more active gesture (under
the interpretation that [-round] involves no active lip spreading); the requirements of

perceptual contrast then force the implementation of the more complex combination.

From the functional standpoint, we would like to postpone the assumption of innateness
until positive evidence arrives.

7.6 Global or local rankings of effort?

It is probable that the first steps of learning to move or speak are chiefly controlled by the
principle of the minimzation of the number of gestures, and that later on, the development
of coordination makes the minimization of energy a more important criterion. In general,
however, it is hard to determine how to rank the various effort principles with respect to
one another; not only for the linguist, but also, | would like to propose, for the speaker.

In discussing the relation between motor activity and effort in sports, it is impossible,
for instance, to give a universal answer to the question whether skating or skiing is the
more difficult of the two: it depends on the learning history of the person who performs
these activities; but it is a universal fact that skiing becomes more difficult for very steep
slopes, and that skating requires more effort on poor ice or if the rider is making a contest
out of it.

Likewise, a speaker cannot assign numerical values to the various principles of effort,
but she can locally rank different kinds of efforts within the separate families, along the
lines of (7.7, 7.11, 7.12, 7.15, 7.26). The rankings across the families are determined by
the learning history, i.e., by the language environment in which the speaker has grown up.

If languages differ as to what kinds of effort they consider important, a global
measure of effort is not feasible. So | hypothesize that the holistic ranking (7.3) is not
valid, and that only the rankings within the separate families are universal:

Local-ranking hypothesis for articulatory constraints:
“A constraint cannot be ranked universally with respect to a constraint in a
different family; and constraints within a family can only be ranked
universally if only a single parameter is varied.” (7.31)

Apart from being a negative condition on possible rankings, this is also a positive
condition on the freedom assigned to every language: all ranking of constraints across
families or of constraints with two different parameters, is free. An example of the single-
parameter condition in (7.31) is: a language can freely rank it BHonstraints as long

as the rankings (7.11) and (7.12) are honoured.

If this hypothesis is true, speech researchers will not have to try to assign numerical
values to articulatory effort: we can get along with simple local rankings, and these can
be predicted from known relations of monotonicity between effort on one side, and
extension, duration, speed, number of contours, synchronization, precision, and
coordination on the other.
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7.7 Ranking by specificity

Another intrinsic ranking applies to the articulatory constraints. The gesture [bilabial
closure] is, on the average, more difficult to make than the gesture [labial closure],
because the underspecification of the latter would allow a labiodental implementation if
the phonotactics of the situation favoured that:

Minimization of specificity of articulatory constraints:
“For articulatory constraints, more specific constraints are ranked above
less specific constraints.” (7.32)

It can be formalized as
(A O B)O *GESTURE(A) >> *GESTURE(B) (7.33)

Ranking (7.33) can be used as a universal ranking condition RECIBION constraints:
the larger the window, the lower itsRBCISION constraint.

Ranking (7.33) is the reverse of an analogous ranking for perceptual constraints (see
§9.10).

7.8 A restriction on functional rankings of articulatory constraints

Articulatory constraints cannot be ranked by considerations of perceptual importance. For
instance, an alleged ranking EGTURE (labial/ stem)>> *GESTURE (labial/ affix) or
*GESTURE(labial/ —stress)y>> *GESTURE (labial / +stress), where th¢™means “in the
domain of”, would confuse articulatory constraints with faithfulness constraints: the
ranking of *GESTURE (labial) can only depend on its articulatory environment. In
chapters 10 and 11, | will show that asymmetries between the surfacing of gestures in
environments of varying degrees of perceptual importance, arise from dependencies in
the rankings of faithfulness constraints.

7.9 A comprehensive gestural constraint and additive ranking

The Optimality-theoretic device atrict ranking works most strongly if constraints are
simple and separate. For instance, a geminate fricative violates both, say @Hng)
and *RRECISION (high). Now, one of these must be ranked higher than the other. If the
higher-ranked constraint is LD (long), the facts of the geminate system are mainly
explained by the ranking of this single constraint. In some cases, however, we might
prefer to express the idea that a geminate fricative is so articulatorily demanding because
it is a geminateand a fricative, and we would do so by means of a single high-ranked
composite constraint like *&TURE(long duration & high precision).

So if we allow sucladditive rankingof the various articulatory-effort factors, we can
combine the *EIERGY, *GESTURE and *HRECISION constraints into a single family:
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Def. *GESTURE(art: gesture/ distanceduration, speedprecision/ eny)
“A gesture(or combination of gestures) is not performed along a certain
distance with a certairspeed held for a certaimluration, with a certain
precision in a certairenvironment (7.34)

The ranking of this generalized constraint is conditioned by the four parameters: it is
higher if the distance, duration (of holding), speed, or precision is greater, and everything
else stays equal. We will see this multidimensional constraint family many times in later
chapters. Instead of as a family, though, it could be interpreted as a single constraint
whose ranking depends on the four parameters.

7.10 Conclusion

Organizational constraints like E5TUREand *GOORD and phonotactic constraints like
*SYNC can be thought of as motivated by the principle of minimization of articulatory
effort. These constraints are violable and can therefore be stated in general terms, so that
they can be thought to be language-independent and phonetically motivated. Their
rankings with respect to heterogenous constraints must be language-specific.



8 Perceptual categorization
and the emergence of finiteness

Abstract. This chapter formalizes the functional principles that play their roles in the perception grammar.
Every language uses a finite number of phonological feature values, because speakers learn a finite
number of perceptual categories and articulatory gestures.

The most salient aspect of sound inventories is their finite size: each language uses a
finite number of underlying lexical phonological segments or feature values. The
functional explanation for this fact contains two sides: the finiteness of the number of
articulatory features, and the finiteness of the number of perceptual features.

Prince & Smolensky (1993) maintain that any theory of phonology can only be called
‘serious’ if it is “committed to Universal Grammar” (p. 1). The learning algorithm of
Tesar & Smolensky (1995) explicitly assumes “innate knowledge of the universal
constraints” (p. 1). They also have to assume that there are a finite number of constraints.
However, we have seen for articulatory constraints (ch. 7), as we will see for perceptually
motivated constraints (ch. 9), that there are an infinite humber of them. In this section, |
will show that, though the constraints themselves are universal, separate languages warp
the continuous articulatory and perceptual spaces in such a way that each language ends
up with a unique set of allowed gestures and specificational elements (features): the
articulatory space is warped by motor learning, which lowers a few articulatory
constraints, and the perceptual space is warped by categorization, which lowers some
constraints of speech perception.

8.1 Feature values are not innate

If we talk about certain linguistic phenomena as being ‘universal’, we can mean either of
two things: first, in the sense of Universal Grammar, that these phenomena exemplify
innate properties of the human language faculty; secondly, that languages tend to have
these phenomena because the functions of communication are similar in most languages,
and because our speech-production organs and our ears are built in similar ways. Though
these two views need not be conflicting as they stand, | will take the stronger functional
position: that humans are capable of learning to speak without the necessity of innate
phonological feature values, i.e., that languages can make their own choices from the
perceptual and articulatory possibilities identified in 81.2.

As we see from the success of sign languages for the deaf (Brentari 1995), a
phonology can be based on the capabilities of any motor system (talking, signing) and
any sensory system (audition, vision) considered suitable for expressing intentions,
wishes, and thoughts. We must conclude that nature did not force any specific motor
system upon us for communication. This supports the view that we are not confined to
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using a universally fixed set of features if we choose to use the speech apparatus for our
communication.

As an example, consider the division of the vowel height continuum. All too often,
vowels are put into categories on the basis of a dogmatic “principle” that states that all
languages use the same feature set (Kenstowicz 1994, Clements & Hume 1995). The
International Phonetic Alphabet, for instance, seems to have been developed for
languages with four vowel heights, havifg and[e] to represent front unrounded mid
vowels. However, in most languages with three vowel heights (e.g., Spanish, Russian,
Japanese}he height of this vowel is in betwegn] and[e] (Akamatsu 1997). This
means that vowels are distributed along the height dimension in a way that enhances the
perceptual contrast between them, and not according to a universal set of binary features,
not even, | would like to conjecture, “underlyingly”.

The illusion of a universal set of features probably originated in the fact that the
speech systems of most humans are very much alike, so that many languages do use the
same features. Generalizing this to assuming a universal innate set of features is
unwarranted.

Though there is no such thing as cross-linguistic sameness, much work in
contemporary phonology is done to find the allegedly universal features, and put them
into larger classes and hierarchies (manner versus place features, or major class features
versus the rest). For instance (emphasis added):

“sincefeatures are universal, feature theexplainsthe fact that all languages draw on a similar,
small set of speech properties in constructing their phonological sys&nts features are
typically binary or one-valued, it al&xplainsthe fact that speech sounds are perceived and stored
in memory in a predominantly categorial fashion.” (Clements & Hume 1995, p. 245)

My position on this subject is that the causal relationships in these assertions should be
reversed: because of the content of the constraints on human speech production and
perception, different languages may sometimes show up with similar feature sets, and the
functional interpretation of categorization predicts into how many values a perceptual
feature space can be divided (814.2.5). An analysis of the emergence of language-specific
features from an infinite universal pool of possible articulations and perceptual categories,
is advanced in the remaining part of this chapter.

8.2 Constraints in speech production

Most articulatory gestures have to be learned. Before this is accomplisheds sitlurE
constraints are ranked quite high, but once a gesture has been learned because it occurs in
a mastered word, the relevant E&TURE constraint must have descended below the
relevant faithfulness constraint. But this will facilitate the surfacing of the gesture in other
words, too. For instance, a language with a click consonant will probably have more than
one click consonant, because some of the coordinations required for those other clicks
have been mastered already for the first consonant. Likewise, speakers of a language with
corono-dentals stops will have trouble with the corono-alveolar stops of other languages,
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and vice versa; there is no universal preference for either of these implementations of
coronal stops.

Thus, in the end, though most EGTURE constraints are still undominated (see
(7.20)), some of them are so low as to allow the gestures to be made. This means that
gestures and coordinations are the articulatory building blocks of sound inventories:

Articulatory inventory constraints:
“Low-ranked *GeSTUREand *GDORD constraints determine the finite set
of allowed articulatory features and feature combinations.” (8.1)

This explains not only the finiteness of the segment inventory, but also (partly) the
symmetries that we find inside inventories.

8.3 Functional constraints in speech perception: categorization

Because of the overwhelming variation in the world they live in, human beings organize
their view of the world with the help afategories Besides reducing cognitive load,
categorization leads to fewer mistakes in identifying groups of things that we had better
treat in the same way.

Like the production, the perception of speech has to be learned, too. The process of
speech recognition entails that an acoustic representation is ultimately mapped to an
underlying lexical form. A part of this process is the categorization of the acoustic input
(fig. 1.1). This section will describe the relation between the acoustic input and the
perceptual result in terms of tif@thfulness and categorizarion constraints of speech
perception They are part of thperception grammalfig. 6.1).

First, it is desirable that an acoustic feature is recognized at all by the listener. The
following constraint requires a corresponding perceived feature value for every acoustic
feature value (the subscriptienotes correspondence):

Def. PERCEIVE(f) = X Ufye O Oy Of pere
“A value x on a tierf in the acoustic input is recognized as any
corresponding valug on the same tier.” (8.2)

As always in Optimality Theory, the constraint has to be interpreted as gradiently
violable: each unrecognized feature incurs one violation mark; this differs from the purely
logical interpretation of fx [ 0" (if there is anx, there must also be a corresponding
y) or its equivalent alternativelIx; [}y, " (for everyx, there must be a correspondi)g
An analogous constraint @dITPERCEIVE requires that a recognized feature should
have a correspondent in the acoustic input: it militates against perceiving features
Secondly, it is undesirable that an acoustic feature value is recognized as something
which is normally associated with a vetifferentacoustic feature value. For instance, a
vowel with aF; of 600 Hz is most properly perceived as a lower mid vowel, and a
recognition as a high vowel is disfavoured. The following faithfulness constraint militates
against distortions in perception (the asterisk can be read as “don’t”):
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Def. *WARP (f: d)= O Of,e OO Of b O % —yi|<d
“The perceived valug of a featurd is not different from the acoustic
valuex of that feature by any positive amount of distortich (8.3)

Note that if a feature is not perceived, ARP is not violated because the acoustic input
feature has no correspondent: it is tlhaouously satisfiedin other words, this constraint
can be subject tsatisfaction by deletionwhich is also suggested by its negative
formulation.

Because it is worse to perceijsg] as/i/ than it is to perceivge] as/e/ (as will be
proved in 89.2), *WARP has the following universal internal ranking:

Minimization of distortion:
“A less distorted recognition is preferred over a more distorted
recognition.” (8.4)

This can be formalized as
*WARP (feature d;) >> *WARP (feature d,) = d; >d, (8.5)

Together, (8.3) and (8.5) assert that if a highernR#& constraint is violated, all lower
*W ARP constraints are also violat