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Abstract 

The dimensionality of, and correlation within and between, the observation vectors in the 
front-end of a speech recognizer are manipulated. The effect of such manipulations, and 
of applying multiple codebooks, on the recognition scores, is studied experimentally with 
a DDHMM (discrete-density hidden Markov model)-based system. The manipulations 
are performed with t.rqnsformations of both principal component analysis (PCA) and 
linear discrimination analysis (LDA). Subsequent recognition is performed with the 
transformed vectors with full and reduced numbers of components. Comparison is made 
between the recognition scores with single and multiple (two) codebooks. The two vec­
tors for the two codebooks are transformed from the filter-bank spectrum and its frequen­
cy derivative, and the one large vector for the single codebook is transformed from a 
combination of the spectrum and the derivative. The results show that the multiple-inde­
pendent-codebook approach leads to higher recognition scores than the use of a single 
codebook. 

1. Introduction 

The fir st part of an HMM-based speech recognizer, including all the acou stic pro­
ce ssing, is  considered to be the front-end, in our terminology. In the front-end of a 
speech recognizer, the acoustic speech signal is  tran sformed into, and represented by, 
one or more observation vectors, as a function of time. The present study searche s for 
efficient and justified front-end representations, as reflected by the performance of the 
recognizer. 

1.1 General possibilities of f ront-end representation 

The general process in a DDHMM front-end is as follows. Several multi-dimen­
sional observation vectors are encoded with either one, or more codebooks1• Encod­
ing by each codebook (no matter with how many vectors) generates one observation 

1 A codebook design process, also known as clustering or codebook training, is regarded as being out­
side of the front-end, where the codebook is obtained by a separate program with a corpus of 'training' 
vectors. The term vector quantization refers to both codebook design and encoding processes. In the 
context of encoding, the codebooks are assumed to exist. However, in this study, the codebook design 
process will also be explored. 
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sequence, which is a 1-dimensional sequence of codeword indices2• Therefore, in a 
DDHMM system, a single observation approach i s  also referred to by single code­
book, wherea s multiple observation by multiple codebook, respectively. Note the 
different terms for observation vector and observation sequence. A 'single observation 
approach' refers to the sequence, instead of the vectors. Therefore, a single observa­
tion approach can deal with many observation vectors. In order to avoid confusion, we 
prefer to use 'codebook' instead of 'observation', when we refer to the approach of 
concern, since in a DDHMM system, codebooks  are always u sed. 

The general purpose of acoustic modeling at the front-end i s  to preserve essential 
information from the speech signal for subsequent u se by the rest of the recognizer. It 
i s  then conceptually true that a good choice of the kind of observation vector (or a 
combination of several vectors) is vitally important for the overall performance of the 
recognizer. However, due to the particular methods with which the observation vec­
tors are used in an HMM-ba sed recognizer, the relationship between the choice of 
vectors on the one hand, and the recognition scores on the other hand, i s  not straight­
forward. The factors which cause such a complication have been introduced with 
different technical arguments in mind that tried to achieve improved implementations, 
yet the relations between these independently developed techniques have been rarely 
studied. For example, in systems where several different kinds of vectors are used 
together under a framework of 

·
multiple-independent-codebooks, it i s  assumed or 

implied by the HMM training and recognition algorithms, that the se vectors are statis­
tically independent. However, such an a ssumed condition is unfortunately not met by 
actual speech data (Lee et al., 1990). Regardless of this serious violation to the a s­
sumption, the multiple-codebook approach is  still in wide use. This i s  generally based 
on other arguments such as less total distortion introduced by multiple code books than 
by a single large codebook (Lee, 1989). 

The multiple-codebook approach possesses  another advantage over the single ­
codebook one, namely that it takes more items from the different front-end observa­
tion vectors into the training procedure. Therefore, in the multiple-codebook ap­
proach, more (useful) i nformation may be embedded into the HMM models ( see e.g. 
formula (1) in the next section and the accompanying text). Generally, this would 
result in a better quality of the models (given e.g. the total number of training itera­
tions and amount of training data), when using certain training procedures (the 
'maximum likelihood' in particular, see e.g. Lee, 1989), which would in tum lead to 
improved recognition performance. Hence, on the one hand, we have the ca se of mul­
tiple codebooks with advantages of less encoding distortion and more training items, 
and on the other hand, we have the ca se of a single codebook with the merit of being 
based on fewer improper assumptions about the statistics of the data. The conflicting 
factors with the two ca ses  make it difficult to give a direct answer as  which one should 
give a superior overall performance. Although it i s  reported in the literature (e.g. Lee, 
1989) that the multiple-codebook approach leads to better re sult s, the comparison has 
not been made between the two cases  using exactly the same (number of) vectors, but 
rather, between the cases with and without some additional observation vectors. An 
experimental comparison of these two approaches with respect to the recognition 
scores, under carefully controlled conditions, will be the topic of this paper. 

In practice, some acoustic observation vectors, such as  the filter-bank outputs and 
LPC analysi s  parameters, and the total energy of the frame (all the above known as  
basic features), are chosen based on the existence of efficient algorithms and the expe­
rience in other fields of speech technology. Other vectors, such a s  the time- and fre-

2The term codeword refers to the multi-dimensional vector representing the center of a cluster, 
whereas codeword index refers to a (one-dimensional) integer pointing to a codeword in a codebook. 
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quency-derivatives of the basic features, are chosen based on intuitions that they may 
provide some extra information in the speech signal. In an application, several of the se 
vectors can be u sed together, under a framework of multiple-independent-codebooks 
(Lee, 1989). However, although all these vectors are meaningful physical mea sure s, 
the choice of (the combination of) these vectors is usually not ba sed on any con sider­
ation of their statistical correlation3• Therefore, when we use some algorithms in the 
speech recognizer that requires certain stati stical properties of the observation vectors, 
this triggers a need for an investigation of the data. As  a matter of fact ( see section 3), 
there exist strong correlation, both between parameters within a vector (within-vector 
correlation) , and between parameters of different vectors (between-vector correla­
tion) . The within-vector correlation concerning LPC-based cepstrum vectors i s  mini­
mized by the algorithms calculating them (Huang et al., 1990). However, there is a 
rather strong within-vector correlation in the filter-bank parameter s, intrinsic from the 
fact that the speech production organ i s  not a synthesizing vocoder composed of inde­
pendent band-pass filters. 

In addition to the direct u se of the observation vectors obtained from signal pro­
ce ssing procedures (called original in our presentation), linear transformation s of 
these vectors into new vectors may serve as  alternatives. The output of the front-end is  
in general a representation of the selected speech features. A linear transformation ju st 
produces another representation of the same features, thus the transformation i s  in­
cluded in the front-end. We can nevertheless distinguish such a front-end from the 
conventional ones by calling it a transformed front-end. The transformed representa­
tion carries essentially the same information (if ·all the components are used) as  the 
original representation, while the former, as  having included a post-processing after 
conventional front-end, may provide better justification to the algorithms of the rest of 
the recognizer. In thi s study we investigate two linear tran sformation s, namely, Princi­
pal Component Analysis  (PCA) and Linear Discrimination Analysis (LDA). PCA and 
LDA both transform the original vectors into orthogonal dimensions (the parameters 
on the se dimension s being called components), whereas the directions of these compo­
nents are defined by the PCA based on maximal explanation of the variance in the data 
vectors by the lower-dimensional components, and by the LDA based on maximal 
di scrimination by the lower-dimensional components between the clusters of the vec­
tors representing different phonetic classes. 

It would be more insightful if the comparison between single- and multiple-code­
book approaches i s  made not only at full dimensionality (i.e. using all components of a 
vector), but also at various reduced dimensionalitie s (u sing only a selected sub-set4 of 
components). A further technical limit ca st by the approach of DDHMM (which i s  the 
setup of the current study) i s  that in comparing the single- and multiple-codebook 
approaches, the finite accuracy of the codebook encoding procedure would introduce 
less serious problems if the total number of dimensions is  not too large. In other 
words, a comparison made at a lower dimensionality would be more sensible than at 
the full dimensionality. Furthermore, from an engineering point of view, it i s  interest­
ing to inve stigate ways of reducing the number of parameters at the front-end, while 
keeping the performance of the whole system intact. However, it will be favorable to 
perform the dimensional reduction in a transformed domain, in stead of the original 

3Mathematically, statistical dependence and correlation are not the same concepts; but in our treat­
ment, since both concepts are applied to real-world data where both properties describe more or less the 
similar situation, the two terms are used interchangeably. 

4Generally, any sub-set of components can be used. But, due to the particular optimality of PCA and 
LDA (see section 3), and for the purpose of the present study, always a certain number of contiguous 
lower-dimensional components are selected. 
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domain. This is mainly for two reasons: 
1. Each component in the original domain carries nearly the same amount of infor­

mation, therefore leaving out some original components will lose too much 
information. In a transformed domain, on the other hand, information is com­
pressed to the lower-dimensional components, therefore higher-dimensional 
components can be easily left out; 

2. Each of the components in the transformed domain, especially the lower-dimen­
sional one, explains a particular spectral feature, e.g. the energy fluctuation or 
tilting (Pols, 1977). Therefore, retaining or leaving out components in the trans­
formed domain will keep us informed about the sort of information manipulat­
ed. 

Since the higher-dimensional components in the transformed domain have relatively 
smaller amplitude and show irregular patterns, it is anticipated that they carry merely 
noise. Therefore, reducing the number of components in the transformed vectors will 
not only optimally reduce the data size at the front-end, but also remove the noisy part 
seen from the rest of a recognizer (i.e. excluding this noisy p art may even lead to a 
higher score than otherwise using all information). 

1.2. Choice of observation vectors to manipulate 

In this sub-section, we explain the reasons for the choice of particular types of 
observation vectors to be manipulated in the present study. 

Basically, the linear transformation can be applied either to a single vector, e.g. the 
spectrum (denoted XP), to remove the within-vector correlation; or to a large vector 
composed of two vectors (by concatenating their components ), to remove also be­
tween-vector correlation. Since the spectrum and its frequency derivative, or slope 
(denoted XL) are totally correlated ( see Appendix 1), the variance-covariance matrix of 
the composed vector is of reduced rank, therefore it is not possible to apply a PCA on 
that composed vector. For that reason, it only makes sense to apply transformation to 
xp and XL serarately. On the other hand, however, since the time-derivative of the 
spectrum M is not totally correlated with XP, the variance-covariance matrix of the 
composed vector between them is of a full rank. It is then possible to apply a PCA on 
the composed vector of XP and MP, which would also remove the between-vector 
correlation. Yet since the correlation between XP and M.P is smaller than that between 
XP and XL, the effect of the improper independence assumption between vectors would 
be accordingly less tangent. Therefore, in the current study, we choose to investigate 
the situation with the strongest correlation, namely, between XP and XL, to emphasize 
the difference in performance with single- and multiple-codebook approaches. 

It has to be stated, however, that removing the within-vector correlation is mainly 
meaningful for a CDHMM (Continuous-density HMM) system. An explanation is as 
follows. In a (conventional) CDHMM recognizer, the acoustic observation vectors are 
modelled by some probability distribution functions (PDFs), such as a multi-variate 
Gaussian. Although no codebook is needed, the parameters in such PDFs should be 
estimated from a certain corpus of training data. To accurately model the multi-variate 
Gaussian distribution, not only the mean and the variance in each component, but also 
the covariances between the components, should be estimated with some time-con­
suming algorithm. PCA-transformed vectors have zero-covariance if modelled with a 
Gaussian, therefore they provide an efficient and accurate data repre sentation to 
CDHMM systems. In a DDHMM system, on the other hand, the existence of within­
vector correlation does not affect the accuracy of modeling, because no assumption 
has been made on the statistical properties of the data vectors when applying codebook 
encoding process. After the codebook encoding process, all the training and recogni-
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tion algorithms that follow (considering now only one vector, thus only the within­
vector correlation) only see a sequence of I -dimensional codebook indices, regardless 
whether the vectors are correlated or not. In this sense, therefore, the linear transfor­
mation applied to single vectors separately, in our DDHMM system, only provides a 
means of manipulating the dimensionality. 

For a clear summary of the factors that will determine which setups will or will not 
be considered in this study, with respect to insight they may provide, their technical 
feasibility and some relations between them, we list them in the following table (Table 
1 ). Only filter-bank related parameters are considered. 

XP and XL XPandMP 

transformation setup separate composed separate composed 

original within-vector corre- strong strong 
lation 

original between-vector very strong weak 
correlation (totally correlated) 

possibility to remove corre- yes no yes yes 
lation with PCA 

vector(s) to apply PCA separate doesn't apply separate composed 

removing correlation CD HMM doesn't apply CD HMM CD HMM 
meaningful for: DDHMM 

possibility of comparing 1 provided doesn't apply provided not 
and 2 codebooks provided 

one more in between 

possibility of dimensional provided doesn't apply provided provided 
manipulation 

within-vector correlation removed doesn't apply removed removed 
after PCA 

between-vector correlation reduced doesn't apply reduced removed 
after PCA 

violation of independence remain doesn't apply remain removed 
assumption when using 2 
codebooks 

difference of between-vector not seen doesn't apply not seen seen, 
correlation between 1 and 2 but small 
codebooks 

Table 1 .  Relations and effect of factors concerned. From the sixth row down, all entries 
refer to PCA-transformed vectors. Both within- and between-vector situations apply to 1 
and 2 codebook setups. 

One asymmetric feature not very clearly seen from Table 1 is, that the possible 
comparison that can be made between the 1- and 2-codebook cases for XP and XL is 
different from that for XP and MP. For XP and xi, since a PCA on the composed vec­
tor is not possible, both the 1- and the 2-codebook cases will apply PCA on the sepa­
rate vectors of XP and XL, respectively, while for the !-codebook case, the XP and XL 
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vectors after PCA manipulation will be composed into one vector. It will be seen 
(Section 4) that in the comparison between the 1- and 2-codebook cases, exactly the 
same vectors (the same extent of reduction in both within- and between-vector corre­
lations) will be used, only in the 1-codebook case, the XP and XL vectors are handled in 
one codebook. This corresponds to the first column from the left in the table. The 
insight will be a pure effect of single- or multiple-codebook. For XP and MP, on the 
contrary, since it is possible to perform PCA on the composed vector, it is desirable to 
do so, to remove also the between-vector correlation (although it is also possible to do 
the same manipulation as for XP and XL). However, after doing so, the large vector 
transformed from the composed vector should only be used in a 1-codebook case, 
since all the components of this large vector are from both XP and MP, therefore it is 
not possible to split them into any two meaningful vectors and use them in 2 code­
books. As such, the comparison between the 1- and 2-codebook cases should be made 
with not exactly the same vectors: in the 2-codebook case with separate PCAs, only 
the within-vector correlations are removed, while the between-vector correlation is not 
(completely) removed; in the 1-codebook case, both within- and between-vector cor­
relations are removed. The manipulation between XP and MP would correspond to the 
third and fourth columns in the table, for the 2- and 1-codebook cases, respectively. 
The insight that might be obtained would be, a composite effect of multiple-codebook 
and between-vector correlation, or a complete effect of the violation of the indepen­
dence assumption. Although the manipulation between XP and MP is not applied in 
this study, we can see that it also has some advantages. In summary, the manipulation 
between XP and MP provides one more possibility for comparison than that between 
XP and XL, but this is not a very fair one. 

This paper is organized as follows. In section 2, the relevant aspects of the recog­
nizer used in the present experiments are briefly described. Section 3 gives a detailed 
description of data transformation of PCA and LDA, and gives an analysis on the 
correlation among the parameters, before and after the transformations are applied. In 
section 4, ( 1) three different ways of codebook design, and (2) 1- or 2-codebook en­
coding procedures, using the vectors transformed in the same way, are described. Also 
some topics in training of the codebooks are mentioned. Section 5 explains the train­
ing of the HMMs and recognition tests using the different front-end transformations, 
and different remaining number of components. Next, the recognition scores are giv­
en, and a few comparisons are made. The last section concludes with a general discus­
sion. Appendix 1 gives an analysis of the ranks of the variance-covariance matrices 
S's of the composed vector of XP and XL, and that of XP and tlXP, respectively. In 
Appendix 2, the effect of diagonalization of the separate S's of XP and XL with both 
PCA and LDA is explained, and the calculation formulae for the composed S's of the 
separately transformed vectors are given in terms of the original S's. 

2. The speech recognizer 

We used a recognizer developed at our institute (van Alphen, 1992) to perform the 
experiments. It is an HMM-based continuous speech recognizer with a vocabulary 
size of 230 Dutch words. The basic HMM models correspond to 39 context-free 
phone-like units (PLUs), including a basic Dutch phoneme set and some non-verbal 
sound-categories. The training data consist of 100 sentences in a fictitious banking 
task, each sentence spoken three times by a single male speaker. The (sentence) utter­
ances used for recognition tests consist of an independent set (another utterance) of the 
first 34 out of the 100 sentences, spoken again by the same speaker. The training is 
performed with the standard Baum-Welch re-estimation algorithm with extension to 
access multiple codebooks, using the forward/backward recursion to reach a maxi-
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mum likelihood of the observation sequences of the training se nte nee utterances given 
the parameters of the P LU models. The recognition is performed with the Viterbi 
algorithm (see e.g. Juang and Rabiner, 1992). 

The utterances were sampled at 16 kHz and a 15-band FIR filter bank analysis was 
performed and the band values were subsequently converted into decibels: XP = {x/}, 
where 1 � i � 15. These vectors were obtained at 8 msec frame intervals. The slope 
vectors XL= {x/} were derived as the difference between the next-but-one band val­
ues : x/ = X;+i - X;, where 1 � i � 1 3 . The data corpus D used for vector quantization of 
all codebooks consisted of 32768 vectors5 from the first 76 of the 300 training sen­
tence utterances. Since the acoustic data in the 76 sentences were sufficiently repre­
sentative of the whole available data, we did not select frame vectors randomly from 
all the utterances. 

In the codebook design procedure, the whole corpus D represented by a certain 
kind of vector (e.g. the original full-dimensional XP or its various transformed vectors) 
is used to obtain one codebook. Then any incoming vector (either in training or testing 
data) is represented by one codeword in the codebook, called an observation: ov(t), at 
time t, where v refers to a certain kind of vector. One of the formulae involved in the 
forward/backward training procedure reads 

N 

q(t) = L ai(t-l)aiJL b;/ (O v(t)), i=l Vv 
( 1 ) 

where a is the forward probability, and the HMM parameters a and b are, respectively, 
the transition and observation probabilities before the current iteration of the re-esti­
mation. This a and the backward probability Pare used to calculate the new a and b .  
As can be seen from the inner summation in ( 1 ) , all different kinds of observations 
involved in a particular front-end take part in the calculation. Therefore, for a front­
end with multiple-codebook of both XP and XL, it sums over two terms, which implies 
that more statistics of the data has been taken into calculation than a single-codebook 
front-end, for which the inner summation has only one term. 

3. Transformation ofthe vectors 

The orthogonal basis for PCA transformation is defined by the eigenvectors of the 
(sample) variance-covariance matrix6 S of the whole corpus D of either XP or XL vec­
tor. Let us denote the data vector of an observation frame as XP = <xt, x/, . . .  bMP)T , M 
= 15, and XL = (x/, x/, . . .  b.f!

Ll ,  M = 13, respectively, where T denotes transpose. 
Then7 S = E{ [X - µ][X - µ] }, where E denotes the sample mean over D and µ = 

5The total number of vectors is limited by the algorithm. 

6when Sis calculated from real data as S = (l/N)�;=1(X1µ)(X;-µf, where no theoretical probability 
density function (pdt) is assumed or known, S is called a sample variance-covariance matrix, and µ = 

(l/N)1f;=1X; is called a sample mean. If the pdf p(X;) is available, the theoretical variance-covariance 
matrix would be calculated as S = I!';=i (X;-µ)p(X;)(X;-µf. In both cases, the matrix can be written as S = 

E[(X-µ)(X-µlJ, only the former is referred to with an extra adjective 'sample' (see e.g. Johnson, et al. 
1 988). We replace (N - 1) by N for simplicity, as N is very large in our present case (c.f. Pols, 1 977). 

7From now on we drop the superscripts P and L whenever the discussion is the same for XP and XL, 
unless it is necessary to distinguish them. 
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E {X}. The (column) eigenvectors V = (v1 , v2 , ••• , vM) satisfy SV = VA, with eigenvalues 
A= diag(A1 , Ai, ... , AM), and A1 > A2 > ... >AM� 0. The j-th principal component is then 
yj = v/X, ( 1  ::; j ::; M). The eigen-system arranged in this way guarantees that y1 ex­
plains most of the variance in D, y2 explains most of the remaining variance, and so 
on. Therefore, using only the first L ::;  M components in the front-end will be optimal 
in a particular sense of data reduction, namely, maximally reserving the variance by a 
limited number of parameters (Pols, 1977). 

In the LDA transformation (Cooley et al . ,  197 1), two matrices instead of one are 
made from the same D. Firstly the whole D is partitioned into K non-overlapping 
cla sses D "' each corresponding to a phoneme, and to one HMM model. The member­
ship of each frame vector is assigned to one of 39 phoneme classes using the segmen­
tation information in the hand-labeled training sentences. Then the Among-class ma­
trix U is calculated as 

K 

u = L R"(µ" -µ) (µ" -µl, (2) 
k=l 

where R" is the number of vectors in class k, µ"is the centroid of the class k, and µ is 
the grand centroid of D, i.e. the sample mean as in the PCA transformation. The With­
in-class matrix W is ca lculated as 

K 

w = L L (Xkl-µk)(Xkl-µkl' (3) 
k=l leDt 

where D" is the cluster of class k, X1c1 denotes those vectors belonging to class k, and l 
refers to individual vectors. Whereas U is an indication of dispersion of the classes, W 
expresses the dispersion of individual vectors within each class and pooled over a ll the 
cla sses. 

The LDA transformation is then ba sed on the solution of eigen-equation (W-1U)V = 
VA. The treatment is the same as in PCA, while the V and A will be different. Further­
more, since the matrix (W-1 U) is not symmetric, contrary to the S in PCA, the algo­
rithm for obtaining the eigen-system is different. The eigenvectors will also be ar­
ranged in descending order of the c·orresponding eigenvalues, and after transforming 
the vectors into the component space, also the first L ::;  M components will be used in 
the front-ends. 

A geometric view on PCA and LDA may help to understand the two transforma­
tions. In PCA, the direction of the first component lies along the direction with most 
of the variance of the original da ta corpus, i.e. the longest axis of the multi-dimension­
al ellipse of the whole data cluster. The second component finds its direction both 
perpendicular to the first one, and along the second longest axis. The direction of any 
higher-dimensional component is found perpendicular to all the lower-dimensional 
ones, and along the next longest axis. Therefore, by using only some number of lower­
dimensional  components to represent the data , the information lost is minimal. An 
analysis of PCA is given in Okamoto ( 1969) where it is pointed out that, although the 
optimal properties in terms of either variance explanation or of information measure 
(in terms of entropy) are not the same, these two merits are both possessed by PCA. 
Therefore, in this sense, more variance corresponds to more information . 

In LDA, on the other hand, firstly the whole data cluster is not treated as a whole, 
but is partitioned into classes. Then, the direction of the first component is found 
along which the discrimination function between all the classes will be maximal .  It i s  
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straightforward to imagine two classes of data of equal-sized circle shape in a 2-di­
mensional space, where the first component should be along the direction of the 
straight line through the centers of the two circles. The projection of the data points 
onto this line will provide more separation of the data points from the two classes than 
with any other possible line. This is to say, that using the first component alone to 
represent the data will reserve a maximal power of discrimination between the two 
classes. For cases with more classes and in a space with more dimensions, and if the 
shapes of the clusters of all classes are not regular, the operation is more complicated 
and the distribution of the data points inside each cluster will also play a role. The 
eigen-problem formulation provides an optimal solution (Cooley et al. ,  197 1). 

5 10 15 20 25 

a 

5 10 15 

b 

25 5 10 15 20 25 

c 

Figure 1. (a) Original, (b) PCA and (c) LDA transformed S matrices. Brighter areas indi­
cate greater positive values. Indices 1 - 1 5  are for spectrum, and 1 6-28 for slope parame­
ters. 

We have studied the correlation between the filter-bank components, before and 
after PCA and LDA transformations. This is depicted in Fig. 1 .  In (a), the original 
vectors of both spectrum XP and slope XL are used. The lower-left region of the whole 
square is the variance-covariance matrix of the XP vectors, where the variance is indi­
cated along the diagonal (starting from the lower-left corner), whereas the off-diago­
nals are covariances between different parameters. The upper-right region refers to XL 
vectors. As can be seen, the within-vector correlation indicated in both the XP and XL 
regions are very strong. Furthermore, it can be seen that the between-vector correla­
tion of XP and XL (i.e. the lower-right region) is also very strong. In Fig. 1 (b ), the 
variance-covariance matrix is shown of the data vectors yP and YL, after PCA transfor­
mations performed separately for XP and XL, respectively (i.e. find the eigen-systems 
of XP and XL independently, and then transform them by their own eigenvectors) . In 
both regions within XP and within XL, the off-diagonal entries become zero (Appendix 
2). This diagonalization process by two separate transformations also reduces the 
correlation between XP and XL, however it does not remove correlation completely. In 
Fig. l(c) ,  the effect of separate LDA transformation is shown by the variance­
covariance matrix of the transformed data vectors. Since the LDA is not based on the 
eigen-system of the variance-covariance matrix S of the original data vectors, but 
rather, based on the eigen-system of (W"1U), it does not fully diagonalize the entries 
within the two block regions (Appendix 2) . However, the general within-vector corre-
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lations of both XP and XL are reduced. It is also worthwhile to note that the diagonal 
entries, i.e. the variance, in the LDA-transformed vectors are not arranged in a strictly 
descending order8 , as it is with PCA. This is because the LDA eigen-system is not 
based on the variance-covariance matrix, yet we are calculating the variance-covari­
ance matrix of the LDA-transformed vect.ors (Appendix 2). 

4. The transformed front-ends 

For a transformed front-end, firstly each codebook is designed, based on (or 
'trained' with) one kind of (or a composition of) data vectors from a certain corpus of 
training data which is representative for all the incoming acoustic vectors of an appli­
cation. Different from a conventional codebook encoding process, the training data 
vectors and the codewords should be represented in a transformed domain. Then each 
incoming data vector (having undergone the same transformation as the training data) 
is encoded as the codeword which is closest to it according to a certain distance mea­
sure9 (Pols, 1987) ,  also in the transformed domain. 

4.1. Three versions of codebook encoding 

In our experiments, we want to test the recognizer with front-ends with many dif­
ferent number of dimensions, and under both PCA and LDA transformations. For each 
such test, we need a different codebook which is trained from the data vectors of a 
certain dimensionality and related to a certain transformation. Furthermore, we want 
to compare the difference between 1 - and 2-codebook cases under the condition of the 
same dimensionality and transformation. Therefore, many distinct codebooks are 
required10• However, the training of codebooks, as an iterative process, is very time­
consuming. 

Since those codebooks with reduced dimensionalities are made from certain num­
ber of dimensions from the transformed data vector, we may come up with an idea to 
reverse the order of the processes of transformation and codebook design. For simplic­
ity, we cal l  such a process truncation, which takes only a certain number of lower­
dimensional components after the transformation, whereas the actual number of re­
maining dimensions will be discussed in the next section concerning experiments. On 
the other hand, the term transformation will merely refer to the process of changing 
the representation of either data vectors or codewords (recall footnote 2 that, code­
words are also multi-dimensional vectors) into the new space, at full dimensionality. 
To be systematic, we list three different versions of encoding (with their abbreviated 

8It has to be stated that, owing to the limited range of gray levels in the density plot, the three plots in 
Fig.3 adapt to different range of interests (all linear), to emphasize the distributions of both diagonal and 
off-diagonal entries. The analysis on the comparison is based on the actual values of these entries, 
instead of the illustration. The matrices in (b) and (c) have been calculated with the formulae in Appen­
dix 2. 

9In our study, the Euclidian distance is always used. 

10Imagine a three-way matrix with (1) type of transform, (2) number of remaining dimension, and (3) 
number of codebook, respectively, as indices of entries. Along the third index, the two entries corre­
spond to three different codebooks: one for the composed vector, and two for the two separate vectors, 
respectively. Therefore, if we want to test at 5 different dimensionalities, we need 2 x 5 x 3 = 30 differ­
ent codebooks! 
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names) ,  by changing the order of the transformation, truncation and encoding pro­
cesses, on data vectors and on codewords. (a) explicit. Each codebook is trained ex­
plicitly by using the data after transformation and truncation, whereas the encoding of 
the incoming vectors undergoes the same procedure; (b) transformed. Only one code­
book is made from the original data vectors (without transformation) , and then the 
transformation and the truncation are applied to the codewords of the codebook. The 
incoming data vectors are firstly transformed and truncated, and then encoded with 
such a codebook; ( c) truncated. One codebook is made from the transformed, but not 
truncated, training vectors (i.e. full dimensionality), and then such a codebook is trun­
cated. The incoming data vectors are transformed and truncated and then encoded. 
Note that all three aforementioned versions only refer to one transformation at a time, 
i.e. PCA or LDA, and to only one part of the data vectors concerned, e.g. the spectrum 
XP or the slope XL. A schematic diagram of the three versions can be seen in Fig. 3 in 
the next sub-section 4.2. 

The transformed and truncated procedures for obtaining the codebooks, though 
saving computing time considerably, introduce problems of encoding quality. This is 

a 

b 

.. 121 110 22• 25' 
codebook entry 

Figure 2. The minimal inter-cluster distance for (a) I-dimensional and (b) 5-dimensional 
codebooks. Solid curves are for the explicit, and dotted for the transformed versions, 
respectively. 
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mainly due to the fact that such codebooks no longer satisfy completely the two neces­
sary optimal conditions as guaranteed by the explicit procedure, namely, the centroid 
condition and the nearest-neighbour condition, respectively (see e.g. Gersho and Gray, 
1992). As an indication, we give an example of a comparison of one of the quality 
measures between the explicit and the transformed versions ,  i.e. the inter-cluster dis­
tance (see Fig. 2). This distance is measured between every cluster center and its near­
est cluster center, thus a greater value indicates a better quality (clusters being well 
apart). As can be seen from the figure, for both the I -dimensional and the 5-dimen­
sional cases, the transformed codebooks show systematic smaller values than the 
explicit ones, thus a degraded quality11• 

However, these optimal conditions merely specify the quality of the codebook 
itself, not the quality of the whole encoding process, if some variations are made from 
the conventional codebook encoding approaches. This is because the codebook design 
procedure is only a part of the encoding process with transformation: The quality of 
the codebook, as well as the optimal criterion used in the training algorithm, are de­
fined between the immediate input and output of the codebook. For example, the 
quantization error is measured between the vector Y (which has been transformed and 
truncated from an original vector X) and the encoded codeword Z, instead of directly 
between X and Z, which is a quality measure of the whole encoding process including 
transformation. Therefore, a transformed codebook might even provide better encod­
ing results than a explicit codebook, because the distribution of codewords of the 
former may have taken more information from the training data (from all components) 
than that of the latter (an 'explicitly ' exact smaller number of components). An analyt­
ical comparison of the goodness of the three encoding procedures turns out to be diffi­
cult. Therefore, an experimental comparison is made, under a few selected conditions, 
and the results will be shown in section 5. 

4.2. Single versus multiple codebooks 

We compare between single and multiple codebooks in the front-end. It has to be 
emphasized that, the single codebook is . made of the two (manipulated) data vectors 
from spectrum XP and slope XL. This should not be confused with the conventional 
setup where a single codebook refers to the situation with only one data vector. In the 
multiple codebook case, also two data vectors are used, but they are handled by two 
codebooks. The different procedures in the cases of single and multiple codebooks are 
described in the following paragraphs. 

In the case of multiple codebooks, firstly both vectors XP and XL are used to train 
two separate codebooks, respectively. Then the incoming data vectors, either of train­
ing (for the HMMs), or of the unknown ones for-recognition, are encoded with these 
two codebooks. The encoded observation sequences OP (t) and O\t) are used either to 
train the HMMs using formulae including ( 1 ) ,  or to be used in recognition by the relat­
ed algorithms. Since the encoding process is done completely separately for XP and 
XL, the whole procedure for the three versions is straightforward. This is because, 
everything in the front-end (that is, before using ( 1 )) is being manipulated for XP and 
XL separately, and no items from half way of the processing are combined. Any of the 
three version procedures works nearly the same as in the explicit version, only the 
order of the transformation, truncation, and encoding are swapped. Here we obtain 
two observation sequences d(t) and OL(t), respectively, and they are dealt with by 
formula ( 1 )  and all the related algorithms. 

11For higher-dimensional cases, however, the difference is less obvious to see. 
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Figure 3. (a) explicit, (b) transformed, and (c) truncated versions of front-end encoding 
with a single codebook. 

On the other hand, in the front-ends with one codebook, the transformed and trun­
cated items (training data vectors, incoming unknown vectors, and codewords) from 
the spectrum and the slope12 are always combined into one large item, by concatenat­
ing the dimensions together. This is done slightly differently for the three versions, 
particularly in obtaining the codebooks. For clarity, we illustrate them in a figure. In 

12
We do not use notations XP and r to indicate items after any process, in order to avoid confusion. 
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the explicit version (Fig. 3 (a)) ,  vectors XP and XL are both firstly transformed and 
truncated, and then they are concatenated into larger vectors used to train the code­
book. In the transformed version (Fig. 3(b)), two codebooks are firstly trained by the 
original vectors XP and XL respectively. These two codebooks13 are then transformed 
and truncated and concatenated into one larger codebook. In the truncated version 
(Fig. 3 (c)), firstly the full-dimensional vectors, transformed from both XP and XL, are 
concatenated into a large full-dimensional vector and used to train one large code­
book. Then the two parts of this codebook corresponding to XP and XL are truncated 
and concatenated into one codebook. In all the three versions, the encoding of the 
incoming vectors XP and XL are the same, i.e. they are both firstly transformed and 
truncated and concatenated into a larger vector, and then encoded with one of the three 
codebooks into one observation sequence O(t) (Note the difference from the 2-code­
book case). Again, all the aforementioned processes only refer to one transformation 
(PCA or LDA) and to a particular number of remaining dimensions in the truncation. 

5. The recognition experiments 

In our system, the size of the codebooks is 256 codewords. In order to see whether 
this codebook size might be too limited for the codebook using both XP and XL vectors 
(because there is more information than from one vector alone), a pilot te st was done 
with a size of 5 12. The result, that will not be discussed here ,  showed no significant 
difference. Therefore all subsequent experiments used codebooks of one size being 
256. 

For each of the conditions explained in section 4, the HMMs are trained and recog­
nition tests are performed without using grammar constraints, i.e. each word in the 
vocabulary has the same probability of occurrence. This is done to emphasize the pure 
effect of the different front-ends, whereas the improved performance with e .g. a bi­
gram grammar may show a ceiling effect of the scores14 which would make it diffi­
cult to clarify the current investigation. 

The word percentage correct scores (only counting deletion and substitution errors) 
and total correct scores (also counting insertion errors) are shown in the following 
tables. These two score s  are indicated in the tables as '%' and 'total % ' , respective! y. 
The comparisons are made at the same number of total components used, between 
various cases concerning single- and multiple-codebook, PCA or LDA, etc. An inter­
pretation of the results in Tables 2 through 5 will be given in the conclusion of the 
next section. 

The arrangement of the tables is as follows. In Table 2 ,  a comparison is made be­
tween the PCA and LDA transformations. These tests were done with the explicit 
version of transformation, with two (i.e. multifsle) codebooks, at the total dimensional­
ity of 2, 4, 10, 1 6, and 28 (full) ,  respectively 5

• It can be seen that at the total dimen­
sionality of 10, the increase of scores with the increase of dimensionality has reached 
a transition point from a steep increase to a saturation. Therefore, all the further corn-

13 Actually, all the multi-dimensional codewords in the codebooks. 

14For example, by using a bigram grammar which only allows those between-word transitions ap­
pearing in all the test sentences, the performance score at a dimensionality of 10  increases to nearly 100 
% from about 70 % without a grammar, using our system (van Alphen, 1992). 

15
For all cases, equal numbers of components are taken from XP and r, e.g. 5 from each, to form a 

total dimensionality of 10; except for the last case, where all 1 5  XP and all 1 3  XL components are used. 
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dimensionality PCA LDA 

xp XL total % total % % total % 

1 1 2 1 5.8 5.3 9 .0 6.5 

2 2 4 50.0 42.6 45.7 39 .4 

5 5 10  73.3 68.6 69 .9 62.7 

8 8 16 77.0 7 1 . 1  74 .2 66.2 

1 3  15  28  80.0 72. 1  78.6 72. 1  

Table 2 .  Word recognition scores with PCA and LDA explicit transforms with two code­
books. 

conditions PCA LDA 

codebook version % total % % total % 

explicit 6 1 .2 60.9 66.8 66.5 
one 

(XP + XL) transformed 52.8 5 1 .9 55.0 54.4 

truncated 63.4 63 .0 63 .0 62.4 

explicit 73.3 68.6 69 .9 62.7 
two 

(XP, XL) transformed 70.8 65.8 66.5 59.6 

truncated 72.7 66.2 69 .9 63.4 

Table 3.  Word recognition scores of PCA and LDA with three versions and single and 
m ultiple codebooks, all at a total dimensionality of 10. 

original PCA LDA 

codebook % total % % total % % total % 

one (XP + XL) 70.2 69 .9 68.6 68.3 69 .6 69 .4 

two (XP, XL) 76.7 70.2 78.0 72. 1  78.6 72. 1 

Table 4. Word recognition scores with full dimensionality, original and explicit trans­
forms. 

parisons under other conditions were made with a total dimensionality of 10 only . 
Table 3 shows the results of both PCA and LDA, with either single (one) or multiple 
(two) codebooks, using all three versions of transformation, and with a fixed total 
number of dimensions of 10. Table 4 gives a comparison between the explicit version 
of both the PCA and LDA transformation with both one and two codebooks at the full 
dimensionality. This is also compared with the front-end of the original spectrum and 
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spectrum only slope only double spectrum 
(one codebook) (one codebook) (two codebooks) 

% total % % total % % total % 

68.0 67.4 66.8 66.5 66.8 57.5 

Table 5 .  Word recognition scores with one codebook of spectrum and slope only, re­
spectively, and double use of spectrum codebook. All are done with original vectors of 
full dimensions. 

codebook total dimensionality = 10  total dimensionality = 28 

one (XP + XL) - 1 53764.0 - 149343.4 

two (XP, XL) - 123 1 2 1 . 1  - 1 17463 .2 

Table 6. Log likelihood with LDA explicit transformation, given the whole training 
sequences. 

slope vectors, to see the pure effect of transformation without truncation16• Table 5 
gives the results of spectrum-only and slope-only original front-ends, while comparing 
these with a front-end using the spectrum vectors twice in a 'multiple ' codebook way 
( 'double spectrum' ). This last comparison is made to investigate whether or not the 
improved scores  with multiple codebook (as in other tables) is solely due to the fact 
that twice as many training observation sequences are involved, no matter from what 
kind of vectors they have been derived. It has to be emphasized that, in all the table s, 
'one codebook' refers to the case also with two observation vectors derived from XP 
and XL, however they are handled with one codebook and denoted by (XP + XL), 
whereas the case of two separate codebooks is denoted by (XP, XL) .  In the ' spectrum 
only ' and ' slope only ' cases in table 5, however, really one vector is used. 

In addition to the comparison of the recognition score s, some comparison of the 
(log) likelihood of the set of HMM parameters, for a given length of the total training 
data, can be informative. In general, a higher likelihood would mean a better training 
result (i.e. the trained HMM models are able to model the training data more likely), 
according to the maximum-likelihood criterion of the parameter estimation (such a 
measure has been used in e.g. Ljolje, Ephraim and Rabiner, 1990 and Deng, 199 1 ). 
One such example is given for the single and multiple codebook approaches using 
LDA, with a total dimensionality of 10 or 28 (full). As can be seen from Table 6, the 
multiple codebook cases are superior, with the two listed dimensionalitie s. It also can 
be seen from the table, that the likelihood of the 2-codebook case at the total dimen­
sionality of 10 is higher than that of the I -codebook case at the total dimensionality of 
28. This can be interpreted as that, the HMM models whose (two) observation se­
quences are from two independent codebooks with a total dimensionality of 10, are 
more likely to model the speech signal in the training data, than the (other) HMM 

16 Although at the full dimensionality, a linear transformation does not lose any information, the error 
of vector quantization introduced to the original data vectors and to the transformed ones are in general 
different. Also, any particular codebook design algorithm is data-dependent, thus even the ' same '  data 
represented in the transformed domain will lead to a codebook, which, after an inverse transformation, 
is in general different from the codebook obtained directly from the original data. This is because the 
order of the two processes, i.e. PCA and vector quantization, are in general not reversible. 
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models whose observation sequence is from one codebook with a dimensionality of 
28. To put this in a more general interpretation, this means that the existence of a 
greater number of observation sequences is more helpful than the use of a higher di­
mensionality. Note that a higher dimensionality by itself also helps. It has to be point­
ed out that the likelihood values only provide a relative comparison between different 
training procedures with the same training data; The absolute values and the scaling, 
on the other hand, are related to complicated calculations in the training procedure,  
and give little clear information about the quality of the models as a whole. 

6. Conclusion and Discussion 

From the experiment results, the following conclusions can be drawn. The attempt 
in the current study to arrange many different processing conditions makes the con­
clusions generally valid for similar systems, particularly for DDHMM systems with a 
comparable vocabulary size. 

( 1 )  The total number of dimensions of data vectors can be reduced significantly in 
the transformed domain (Table 2). This is in agreement with the result of Le 
Cerf et  al. , ( 1992). This result can be loosely17 attributed to the fact that, both 
the major part of the information in the speech signal is pre served in the lower­
dimensional components, and this information is conveyed in a suitable form 
for the HMMs; 

(2) The very similar scores between the cases with the same (full) dimensionality ,  
but with or without transformations (Table 4), indicate that although the PCA 
and LDA procedures  decorrelate the within-vector correlation, this does  not 
affect the performance of such a system. This is in agreement with our theoret­
ical expectation in the introduction, that the removal of the within-vector cor­
relation is not meaningful for a DDHMM system; 

(3) The fact that the score with one codebook is significantly lower than the score 
with two codebooks at the same total dimensionalities (Table 3 and 4) indi­
cates obviously that the multiple independent codebook approach is superior to 
the single codebook approach, regardless of the actual residual between-vector 
correlation after the transformation. This conclusion is true for all the three 
versions of encoding procedures (Table 3). This generalizes the conclusion in a 
way, because the three versions can be regarded as using three different kinds 
of codebooks; 

(4) A test with a 'double spectrum' did not give higher scores than the (single) 
spectrum-only case (Table 5). This indicates that the higher performance of a 
multiple codebook really comes from the useful information from the extra 
codebook. In other words, it is not just the larger number of observation se­
quences that improves the recognition; instead, any additional observation se­
quence should really come from a data vector that is not completely correlated 
with the first one. In this comparison, the 'double spectrum' case uses two 
identical vectors (of course totally correlated with each other) in a multiple­
codebook setup, and the score is not improved, but even degraded slightly 
from the single spectrum case. Note that all the other cases with two code-

17Even with a conventional full-dimensional original representation, we do not known for sure whe­
ther the flow of information in an HM11-based recognizer is strictly supported in a correct way or not. 
Nevertheless, the performance with a manipulated front-end can only be compared with the original one 
as reference. 
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books always lead to higher scores than the 1 -codebook cases (conclusion 3); 
(5) LDA leads to poorer performance than PCA, except at the full-dimensionality 

(with only transformation and without truncation, the performance is about the 
same as with the original vectors). This is due, at least in part, to the fact that 
the classes used in LDA are phonemes while the recognition scores  are given 
in terms of words. This mismatch between the unit of HMM models and the 
unit of recognition items is intrinsic to the structure of all the continuous 
speech recognizer with sub-word HMM models. Nevertheless, this is one of 
the most general, and difficult problems with such systems, and requires fur­
ther research; 

(6) The transformed front-ends always performed worse than the explicit ones, 
while the truncated front-ends gave comparable results with the explicit ones. 
This is probably because the transformed encoding process violate s the opti­
mal condition of codebook design more seriously than the truncated process. 
Recall the (b) and (c) parts of Fig. 3 ,  for the transformed and truncated ver­
sions, respectively. We can see that the latter obtains its codebook(s) from the 
transformed data vectors, whereas the former does this from the original vec­
tors. In this sense (and there may be other reasons, too), the codebook in the 
truncated version resembles the data representation of the incoming data vec­
tors (which are to be transformed in the same way and then to be encoded) 
better than the transformed version. This conclusion has a direct implication to 
applications where calculation efficiency is e ssential ;  and 

(7) None of the transformed front-ends with reduced dimensionality out-per­
formed the scores of original full-dimensional vectors significantly. Some 
slightly higher scores  e .g. the PCA explicit score of 77.0 % with 16  dimensions 
(Table 2), than the original score 76.7 % at the full dimensionality (Table 4), 
may be due to technical reasons, and does not provide general significance. In 
other words, the transformation techniques in the present study may be useful 
to reduce the number of parameters and correlation between them, but it is not 
very useful to improve the recognition. 

In a DDHMM-based speech recognizer, the discrete front-end has some l imita­
tions. Although such front-ends suffer less from the improper modeling assumptions 
with respect to the statistical distribution of the information source than the continuous 
front-ends (which make one additional assumption when using parametric models), 
the finite partitioning of the acoustic space introduces problems of accuracy in repre­
senting the original spectra. Linear transformation such as PCA and LDA can find 
better partitions of the acoustic space in the sense of representing important spectral 
features with fewer parameters. As the later stages in the recognizer only use the 1 -
dimensional representation of observation sequences, the saving of parameters has 
limited significance to the whole system. 

It has to be noted that the recognition scores presented in the previous tables are 
only counts of number of correctly recognized words, regardless of which words are 
actually recognized wrong. As a matter of fact, in some of the cases  with similar 
scores, the error sets are not the same. Therefore, merely comparing the scores only 
gives a statistical figure , and provides l imited insight into the effect of the front-ends. 
However, comparison of the recognition scores is still the main method used in the 
field, simply because a high score is the ultimate goal for a recognizer to achieve. 

Manipulation of the information representation at the front-ends, while judging the 
quality of the front-ends by means of the performance of the whole recognition sys­
tem, has certain drawbacks. This mainly has to do with the fact that the operation on 
the front-ends is isolated from all the algorithms in the rest of the system, which are 
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kept the same for all the tests. For example , the 'language match factor ' 18  i s  set equal 
for all the tests ,  while actually it demon strates different optimal values for different 
front-ends. Further work along this line may investigate some condition s in the train­
ing and recognition algorithms, which must be set differently for the different front­
ends to be optimal. 

The multiple codebook approach i s  investigated in this study with only two code­
books. However , the same analysis and manipulation can be easily extended to sys­
tems with more than two codebooks. Accordingly, all the pair-wise between-vector 
correlations should be taken into account. 

The likelihood measure is  neither the only measure on the model quality , nor the 
only criterion that guides the algorithms for estimating the model parameters in the 
training of HMM s. Although the maximum-likelihood training i s  the simplest one (for 
both understanding and implementation),  the likelihood is  neither directly related to 
the discrimination power (and more detailed distinction between discrimination at 
frame, phone , and word levels,  see Bourlard, 1992), nor to the actual goal of the sys­
tem : recognition of the words. Several different estimation algorithms have been de­
veloped where other cr iteria than maximum-likelihood are used ( see e.g. Ephraim and 
Rabiner , 1990). These algorithms generally have a more profound mathematical back­
ground, but are also more complicated to implement , than is the maximum-likelihood. 
It i s  then obviou s that , a higher value of likelihood does not necessarily imply a higher 
recognition score (a counter example can be found in Ljolje , Ephraim and Rabiner , 
1990) , if different training algorithms are concemed19• (Note that the likelihood is a 
mea sure that can be calculated from models obtained with many different training 
algorithms, while it is  used as optimal criterion in the maximum-likelihood algorithm.) 
The research in this field i s  still quite active , and i s  generally aiming at solving the 
problem of the mismatch between the optimum criteria in parameter estimation on the 
one hand, and the optimal recognition performance on the other hand. 

The present study mainly investigated the correlation between the parameters of the 
front-end vectors (therefore more or less the dependence between them as well) ,  for a 
few setups which are governed by the technical feasibility of a DDHMM system. 
However, the correlation between parameters is  only one of a few violation s of the 
HMM algorithms. A more serious assumption has been made on the statistical inde­
pendence between the subsequent observation frames (over time). It mu st be clarified 
that a justification of such an assumption cannot be implemented directly with the 
current technique of HMM systems, both used in this study, and in most of the open 
literature. Including time derivatives in the vector s, or using c ontext-dependent 
HMMs may be some of the alternatives to tackle the problem. However , an ultimate 
solution to such problems may rely on the modification of the modeling algorithms, 
and eventually the Markovian assumption of the finite-length dependency between the 
speech frame vectors over time (Juang and Rabiner , 1992). Further rese arch, both 
theoretical and technical ,  is required to obtain more in sight. 

1 8
It is a pure technical effort artificially put in the recognition algorithm to balance the probabilities 

of insertion and deletion types of word errors. 

19
The comparison in our study is valid, however, because we are restricted to the maximum-likeli­

hood training algori thm . 
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Appendix 1. Ranks of S 's 

In this study, we often use the variance-covariance matrix S of a large vector X 
composed of two vectors e.g. XP and XL, by concatenating their components. An im­
portant proper�y, namely, the rank of this large S is useful  in the ana lyses. This rank 
can be derived by the special relations between the entries sJI, of S, which can in turn 
be derived from the relat ions between the components x/ of XP and x/ of XL, respec­
t ively. 

The slope component is a simple l inear combination of the spectrum ones, 

( l � i � 1 3) .  (A l . 1) 

Let us look at any column in the region corresponding to the right-hand part of the (28 
x 28) matrix S. The elements in this region are denoted as s1k, with j > 1 5  and k E [ l, 
28] . Then, for any such }, there is a corresponding column l in the left-hand region (l E 
[ 1 ,  1 5]),  with a relation j = I +  1 5 .  For convenience, we denote the relation in (A l . 1 ) 
by the elements x, of the large composed vector X, i.e. 

Then we have 

( l � i � 1 3) .  

s1k = E ( (x1 -µ) (x k -µk) } 
= E( [Cx,+2 -x,) -(µ,+2 -µ)] (xk -µk)} 
= E ( [(x1+2 -µ1+2) -(x, -µ,)] (xk -µk)} 

(A l .2) 

(A l .3) 

This is to say, that the whole column j of S is a l inear combination of columns (!+2) 
and /. In other words, any column in the right-hand region is a l inear combination of 
two columns in the left -hand region, of S. It is obvious a lso from such a derivation 
that, even if the s lope component is composed of any linear combination of two spec­
trum components, no matter what coefficients are used, the columns in the right-hand 
region are al l  l inear combinat ions of the columns in the left-hand region. There fore, 
the whole matrix S has a reduced rank, namely, only 1 5 .  In other words, S is singular, 
therefore, an eigen-problem cannot be applied to the whole matrix S20

• 
In order to analyze the rank property of a variance-covariance matrix Sf3. of a large 

vector Xf3. composed of two vectors XP and M.P, bi concatenating their components, a 
sl ight ly different step from that used for XP and X should be taken. Because the rela­
tion between the components in XP and MP spans over t ime, the particular calculation 
form of E should be used. Let i denote the time index. Let a constant m denote the time 
span over which the 'time deriva tive ' is defined ( in our system m = 4). Then the rela­
t ion between the components x of XP and tu! of MP is 

p p p 
l:Uji = X;,i +m -X;i ' (1 �}� 1 5) .  (A l .4) 

20With some computer programs, however, still a set of 28 'eigen-vectors' can be found, but those 
higher-dimensional eigen-values are very small , only reflecting some round-up errors. 
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where j is the same for both x and U. The elements s111k of the variance-covariance 
matrix S11 are calculated as 

where 

( 1 �j, k � 1 5) .  

l 
N+m p 

= - I: xji , N i=N+l 
1 m p 

= -L xJi , N i=1 

(A l .5)  

( 1 �} � 1 5) ,  (A l .6) 

are both summed over only m items, at  the beginning and the end of the whole se­
quence of length N, respectively.  It can be argued that since m < N, the two µ ' s  in 
A l . 6 are much smaller than x, therefore they can be neglected from A l . 5 .  Further, 
bec ause the two factors in the first term of A l . 5 concern two differen t  time instances, 
it  is  impossible to represent this term with components at only one t ime instanc e  (e.g.  
by shiftin g  the index of the summation) .  Since s111k are entries in the 'right-hand' region 
of S11 concerning the covariance between XP and MP, this result i ndicate s  that the col­
umns in the right-hand region are generally not l inear combinations of the columns in 
the left-hand region. This violates the sufficient condition for a matrix to be of reduced 
rank, therefore, we can say that the matrix is not guaranteed to be singular. 

Whether the matrix S11 is of ful l  rank or not depends on the real data. Actual ly ,  since 
it  is  well known that the time correlation in  the speech signal c arries information , this 
correlation cannot be con stant. Therefore, the correlation between XP and !1XP, as 

1 5  

1 0  

5 

5 1 0  1 5  2 0  2 5  3 0  5 1 0  1 5  2 0  2 5  3 0  5 1 0  1 5  2 0  2 5  3 0  

a b c 

Figure A l . I .  (a) Original , (b) separate PCA-transformed and (c) composed PCA-transformed S 
matrices. Indices 1 - 1 5  are for XP, and 1 6-30 for MP. 
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calculated by summing the cross-correlation at the different time instances over a 
large N, will be small, if not zero, due to the randomness of the speech data, instead of 
having systematic relations with the correlation parameters within XP. A real situation 
is plotted in Fig. A l. l (a), where the between-vector correlation is very small. A PCA 
transformation on the large composed vector is possible. Although the front-end ma­
nipulation between XP and tuP would not be performed in this study , we give a com­
parison between the matrices of the original (Fig. A l. l (a)) , the separately transformed 
(Fig. A l. l (b)) ,  and the composed-transformed (Fig. A l. l (c)) data vectors. The matri­
ces in (b) and (c) are calculated using the formulae in Appendix 2. Note that the matri­
ces in (b) and ( c) of this figure have different meaning from those in Fig. 1 .  

Appendix 2. Diagonalization of S's with PCA and LDA 

The transformation by either PCA or LDA from the original vectors X = (x1 , x2, • • •  , 
xMl into y = (X1 , X2, . . .  , XM)T, where M = 1 5  for spectrum xp and 1 3  for slope XL, 
changes the variance-covariance matrix S. Obtaining the S of the Y from these vectors 
directly is straightforward. However, since the calculation of S involves addition and 
multiplication with a large number of vectors which have undergone transformation, 
this accumulation greatly decreases the numerical accuracy of S, let alone a heavy 
calculation. On the other hand, however, we can use the ?roperties of these orthogonal 
transformations and the intrinsic relation between the X and XL, to obtain some ana­
lytical relations and thus simplify the calculation with a higher accuracy. In this 
appendix, the effect of diagonalization by PCA and LDA will be analyzed, and at the 
same time , the calculation formulae for S of Y of the vector composed of yP and yL 
will be derived in terms of the original S and the transformation matrices. 

As in the main text, we will use V = (v1 , v2, • • •  , vM) , where each vi denotes  an eigen­
vector, to represent the transformation matrix, and the superscripts P and L to refer to 
the operations on spectrum and the slope vectors, respectively. The items referring to 
PCA and LDA transformations will be indicated by subscripts 7t and �' respectively , 
whereas the original items before transformation will have no subscripts, except for 
the indication of individual elements. µ = E{X} is the sample mean, and the super­
script T denotes the transpose. All the vectors are column vectors. 

The variance-covariance matrix S of the full-dimensional large vectors concatenat­
ed from either original XP and XL or the transformed yP and yL can be divided into 4 
blocks, namely SP, SL, SPL and SU', for the variance-covariance matrices of P and of L 
vectors, and the covariance between P and L vectors, respectively . Then we have 

sp = E { [Xp -µP] [xp -µPJrJ ; 
S L = E { [XL -µL] [XL -µL]YJ . 

A2.1 PCA transformation 

The PCA-transformed P and L vectors are, respectively ,  

(A2. 1 )  

(A2.2) 

Then the S ' s for the transformed yP and yL are, using (A2.2) and the fact that the V' s 
are constants with respect to the operation of sample mean E, 
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s: = E{ [Y: -µy:] [Y: -µy:YJ = v=Tspv:; 
s; = E{ [Y; -µy:] [Y; -µy:YJ = v;TsLv;. 

(A2.3) 

Therefore, when we calculate S/ and S/, we can use the original SP and SL and the 
eigenvectors V/ and V/, rather than going back to the data vectors yP and YL. 

We can look at the eigen-equations SPV/ = V/ A/ and SLV/ = V L·t;-1/, where the 
eigenvectors are found orthogonal and normalized: V/V/T = v/tv7t = IP and 
V/V/T = V/TV/ = IL, where I' s  are identity matrices, respectively. Therefore, we 
have 

Sp 
= Ap 

7t .I J.it '  

s; = �. 
(A2.4) 

This is to say, that the variance-covariance matrices of the transformed vectors within 
the P and L blocks are completely diagonalized, and the diagonal elements are the 
eigenvalues of sP and SL, respectively. 

In order to get a calculation formula for the PL block (thus also the LP block, which 
is the transpose of the PL block due to the symmetry), we have to look at the individu­
al elements s/ and s/ of the SP and SL, respectively. The covariance in the PL block is 

In the right-hand side of (A2.5), the first and the third terms are the eigenvector matri­
ces for SP and SL, respectively, while the middle term is the covariances between the 
parameters from (the original) XP and XL, which will be our main concern. Note that 
the slope parameters are a simple combination of the spectrum parameters i.e. 

( 1 � i � 1 3) .  (A2.6) 

Therefore the XL parameters can be represented by the XP parameters as follows. First­
ly, 

p L p p X1 X1 X3 -x1 
p L p p 

xp X2 XL 
X2 X4 -X2 (A2.7) 

= = = 

p L p p X15 X13 X15 -X13 

and 
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µf 

µP � µL = = 

p µ15 

µ7 

µ; 
= 

L µ13 

µ; -µf 

µ: -� 

p p µ15 -µ13 

(A2.8) 

Then the argument of the E in the middle term of (A2.5) can all be represented with 
the xp parameters as 

(XP -µP) (XL -µ Ll 

= 

p p X1 -µl 
p � Xz -

p p X15 -µ15 

p p p p (X3 -X 1 ) - (µ3 -µl ) 
p p p p (X4 -Xz ) - (µ4 -�) 

p p p p (X15 -X13 ) - (µ15 -µ13) 

T 

= 

p p X1 -µ1 
p � Xz -

p p X15 -µ15 

p p p p (X3 - µ3 ) - (X1 -µ1 ) 
p p p p (X4 - µ4 ) - (X2 -�) 

p p p p (X15 - µ15) - (X13 -µ13) 

T 
(A2.9) 

Noting that the right-hand matrix can be written as the difference of two matrices, and 
using the calculation for the individual elements s/ Of the Sp, 

we can write the P L covariance as 

p p p S13 S14 s1 . 1 5 
p p p 

E{ [Xp -µP] [XL -µ L]T} 
S23 S24 S2,1 5 

= 

p p p S15,3 S15,4 s 15,15 

p Su 
p S21 

p S 15,1 

( 15: i,j5: 1 5) ,  

p p S12 s1 . 13 
p p S22 S2,1 3 

p p S15,2 s 15,1 3  

(A2. 10) 

p p = s3. 15 -s1 . l 3 ·  

(A2. l 1 )  

The two matrices sp 3, 15 and sP 1 , 13 are, the parts which take the columns 3 through 1 5  
and 1 through 13 ,  of the original variance-covariance matrix SP, respectively. By 
substituting them into (A2.5), the covariance between the transformed yP and yL is 
eventually represented by the variance-covariance matrix Sp Of the original Xp and the 
two transformation matrices for XP and XL, respectively: 

(A2. 1 2) 
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A2.2 LDA transformation 

The LDA transformations v( and v�L satisfy the eigen-equations ((WP)" lUP)V( = 

V( A( and ((WLytUL)V�L = V�LA{, respectively. Then, similar to PCA, the LOA-trans­
formed vectors yP and yL are, respectively, 

Y[ = v?xP; 
Yt = vtrxL. 

(A2. 1 3) 

The variance-covariance matrices of the transformed yP and yL (recall (A2.3)) are 

S[ = vrTs pV[; 
st = vtr sivt. 

Solving SP and SL out of the PCA eigen-equations, respectively, we have 

(A2. 14) 

(A2. 1 5) 

Substituting (A2. 1 5) into (A2. 14) ,  we obtain the variance-covariance matrices of the 
LDA-transformed yP and yi, represented by the diagonal eigenvalue matrices � of 
the PCA transformation: 

(A2. 1 6) 

Since in general the eigenvectors obtained from PCA and LDA are not the same, the 
two transformations do not compensate completely. Therefore, although the middle 
terms A/s  are diagonal, after the two transformations v1t and Vs, the s( and SSL are 
generally not diagonal. 

The calculation of the covariance in the PL region is exactly the same as in PCA, 
only the 7t (in A2. 1 2) should be replaced by �· In summary, the calculation formulae 
will be A2.3 (or A2.4), A2. 1 2  and A2. 14, respectively. 
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