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That norm has not been discovered in
a laboratory and even less can it be
established there or ..... invented.

W.Gs. Heliinga

(on Standard Pronunciation of Dutch)

THE EVALUATION OF JURY JUDGMENTS ON PRONUNCIATION QUALITY

by Jan G. Blom and Leo W.A; van Herpt

When studying the verbal use of langusge the iﬁvestigater is often

. obliged to také Qualiﬁative judgments zs 2 sterting-point for his
evaluation of pronunciation and theé way language and voice -are used.
When using a reasanabiy large panel it is possible to get fairly

. -relizble quantitative data. In oxdei fo do this it is necessary to
explore which judgment-criteria are relevabt and in which way 2
representative groupibf listeners can Bé composed.

. The ‘Institute of Phometic Sciences of the University of Amsterdam
published (1973) the ﬁrelimin&ry results of an investigation on the
structure of opinions on the specifics of the pronunciation of Dutch ).
So as to determine the dimensionality of the semantic space of judgments
on quality of speech production, we then used ?print scales of -~
successive categdries énd factor analyzed the scorings. Four indepen-
..dent groups of listeners were involved in the investigation, two of
which will be the subject of our present discussion: 100 Dutch listeners
from thé west of the country and 100 Belgian listeners.

The speech material to be judged consisted of tape recordings of free
renderings~cf‘a written story by 5 male and 5 female speakers. These

10 speakers were recruited from different social settings and different

levels of éduééticn-an& were selected in such 2 way that they presented
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1pr'esented a great variety in voice and prénunciation.

For each group 4 orthcgdnél common factors were found. These two sets
of common factors are only partly identical. Factor stability there-
fore was poof, and consequently it was not possible to construct a
test for "Standard Dutch". S

More recently we: have reconszdered the earller work and approached it
from a diffevent angle. 4

In the absence of a well-defined circumscription of the pronouncing
component of Stéh@ar& Dutch we have introduced the concept of Relative
Speech Appreciation, henceforth to be called RSA.

The RSA of a speaker is opefationaily defined as his rank within a
group of speakers allocated by a jury by means of a global 3udgment

of his speech productlon. '(As a matter of fact the RSA of a person
depends on the group in which he is Judged. Groups can, however, be
'compared when they share some of the speakers; in scaling-techniques
known as anchoring.)

From the literature on Dutch phonetics and pronunciation we collected
some 800 terms referring to special attributes of speech. These terms .
are impressionistic by nature and most authors do not defime their
prlvate use of these terms.

Out of this collection a selection was made of pairs of contrastlng
terms in order-to form bipolar scales. Terms concerning linguistic
properties as lexis and grammar, and also terms referring to cleafly
-pathological conditions were avoided. In this way we got a 115£ ££

85 conceivable scales. Next we triéd to avoid clear synonyms, and
ended up with 46 scales - of which, at first sight, about 30 refer to
features of pronunciation and 30 to features of voice, with an over-
lap between these two subsets. "

A listing of all 46 scales is given in table I. (Because the terms are
‘metaphoric, many of them cannot be translated lzterally).

The preliminary investigation mentioned above deals only w1th the

subset pertaining to pronunciation. (See table I, columm 3).
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To get more insight into the meaning of the antonyms, we examined
how the properties designated by the individual terms were valued.
The results confirmed our suspicions about the usability of a number
of scales. ; ‘ o
‘There were a number of scales of which the separate terms were indeed
regarded as opposites, which therefore coveréd a continuum from posi=-
tive td'ﬁégaﬁive; : | )
Such as: pleasant - unpleasant {-1.45/1.52)

’ krachtig - zwak (~-0.77/0.85)

arm - rijk {-1.00/1.00)

But some of the scales of which one scale term was considered neutral

had an opposite term which was felt to be positive or negative, e.g.

cultivated - slip-shod (-0.09/1.26)
velar-r - rolling-r ( 0.11/0.58)
) high - low (for ) (-0.03/0.47)

Besides there were a number of scales of which both terms got a

negative judgement, e.g.

la~di~da - vulgar ( 1.55/1.52)
humble - supercillious ( 1.17/1.26)
hard - mawkish { 0.91/1.11)

Such combinations can give riée to problems, because listeners may
interpret these scales in different ways. ,
Therefore we decided to make a more careful analysis of our 46 ‘scales.
In this analysis we used the data of the Dutch listenmers. The first
analysis was done on the basis of the law of Categorical Judgement (7).
The experimental ?rccedure for this method of successive intervals
requires a number of stimuli tc be sorted into a number of semantic
categories on some attribute continuum. This procedﬁre yields a
frequency distribution for each stimulus over several of the categories.
The basic consideration in successive interval scaling is whether or
not these frequency distributions can be simultanebﬁsly converted to

a common distribution, allowing unequal means and variances on'the

same linear continuum.
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The means of the converted distributions correspond to the scale
values of the stimuli, and the standard deviatioms to the discriminal
dispersions. ‘
Scale values for category boundaries are aiéoiobtéined by the method
of succesive intervals, thus permitting estimatesléf the sizes of the
categories rather than asséming them to be equal.‘In this way ordinal
gcales are converted mto interval scales (not ali our scales proved
to be ordinal). Interval scales have no natural orxgzn. For practical
reasons we shifted the scale value for ‘the least valued category to
the origin. Moreover, we normalized 21l scales in such a way that
the scale value of the most valued category becomes unit. This nor-~
malization has no iﬁpiications_fgr our analysés, as correlations ‘
between variables are invariant against shift of origin and change
of scale.
We programmed (1,2) the computional method as suggested by Diederich,
Messick and Tucker (5) and supplemeunted it by a procedure to get
least square estimated of the category values (3).
Thus we calculsted scale values and éfspefsisns for our 10 speakers,
scale values for the categories and for the boudaries between the
categories for the 46 attribute contimuva.
This is exemplifleﬁ in the dxaaramu of figure 1, the first of which
gives an illustration of scale number i {pleazant -~ unpleasant).
This scalez satisfies all reqazrem@nt% of a good scale of successive
categorlesn

I. category values are msmcﬁenonsly related to the rank

of the categories,
2. the scale has a goed discriminative power, as can be
ﬁ'cancluded from the r@nge of the scale values of the
speakers, and .
3.1the values for each speaker given by the group of

listeners are normé}ly distributed on the continuum.




Scale values

‘speakers -

486 51 & 38 19 7 2
boundaries - e }% gtfiﬂ%iﬁ% 3 4 } ¥ l
categories - 1 2 3 4 5 8 7
‘ ‘ [ - z & 5 ik J $ ] Y [} 3 £
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Scale 1 ~pleasant 4 ‘unpleasant

Fig. 1 ~ Speakers, categories and boudaries on a monotonous scale.

Some scales, however, show a considerable departure from this ideal
situation. The most«serious deviation is: non-monotonicity, which
means that the scale is not ordinal but nominal, in other words the
categories are non-successive. (Amang others, scales number 16 and
35 show this deficiency; seeifigure 2). v

Nom-monotonicity can be caused by the fact that the attribute is

not one~dimensional, as may be the case in scale 35 (high - low) where

besides the intended dimension ‘pitch', & second dimension related

to ‘sex' seems to exist. Another posiible explanation may be ambiguity

of terms, which we suppose to occur im scale 16 (controlled - tem—
- peramental), where the left side is related to 'comtrolled use of

Iamguagef and the right side (ﬁemperameﬁtai} to ‘uncontrolled use

of woice'.
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Fig. 2 = Scale values as function of rank numbers of categories.
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A second serious deficiency is lack of discriminative power.

This is foundle,g. in scale 24 (rustic - urban) where the listeners

do not agree on the atéribute, and in scale 13 - figure 3 (biting -
caressing) where the listeners seem incapable of giving:ény meaning

at all to the attribute in relation to normal speech. When: this

occurs the observed distributions of values on the continuum are

error distributions; as is reflected by the deviation frdm'nérmality;
(Although normality is péstuiated by the scale model we did not use
depature form normality as a sole criterion for the rejection of ¢

a scale, because the technique seems to be sufficiently robust).

speakers -

beundaries - i
categories - é
& [ £ 5 & e L. ) ) [} )
a0 0.2 0.4 0.6 0.8 1.0
Scale 13 biting caressing

Fig. 3 - Speakers, categories and boundaries on a non discriminating scale.

These considérations resulted in the elimination of 16 scales.

The scaies left for further analysis are shown in table I, column 4.
The remaining scales are monotonous, but the mapping of the cate~
gories on the continuum is often non-linear, which manifests itself
in the-fact that some categories are highly stretched, while others.
are highly compressed, especially in some cases where the central
éategory has no segantic value. This leads to t@e'questian whether
it is allowed to use raw scores on scales of this type in a linear

analysis like factor analysis.
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From our Dutch listemer group we have a collection of 100 obser-
vations of 30 variables (scales) of each of our 10 speakers. It
"would be highly unrealistic to assume that these 30 'variables are
mutually indgpendent and therefore we tried to reduce our 30,0&6;
data. '

An obvious approach is factor analysis (6,8). First, therefore, a
brief outline of factor analysis for those who are not familiar

with this technique.

The aim of factor amalysis is to explaig observed relations among
numerous‘variabiés in terms of simpler relations. This reduction

takes the form of creating a smaller set of hypothetical variables,
called factors. To find cut,“ﬁhat-goes with what" among the variables,
the variables can be intercorrelated as they vary over the observatioms.
Obviously variables which are highly ccr:alated have much in common,.
variables which are low correlated are almost independent. The process
of factor énalysis is designed fo replace the intercorrelation matrix
by a factor mattix, in which the number of factord is considerably

smaller than the number of variables. These factors may be considered

as underlying determinénﬁag which can be substituted for the more
numerous original variables, and which largely account for the corre-
lations among these variables. Because the factors deseribe what the
original variables have in common, we speak of common factors.

Each variable can be decomposed in a part which it has in common with
the other variables and a part which is unique - which means that it
is partly specific for that variable and parﬁly composed of error
(randcm‘fluctuatiens). The variance accounted for by the common factors
is called communality. Only those variables which have a high commu-
nality play an important role in a factor model.

‘It is possible to replace an observation of many variables by a small

" number of factor scores equal tq‘the number of factors decided upon.
This means that an original observation which can He mapped as a
point in a multi-dimensional observation space is represented as a
point in a less dimensional factor s?ace, The relation between diffe-

rent observations is indicated by their relative position in the factor
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space. This relative position is in fact independent of the way
in which the factor—axes are chosen. It is common use to rotate the
axes in such a way that their meaning becomes interpretable im ordi-

nary language. This process is called rotation to simple structure.

- Now we come back to our scales, we first agplie& factor analysis :o“
the data of the group of male and the group of female speakers separa- N
tely. Instead of the raw data values obtained in the analysis of '
the scales were used. Three common factors were extracted and rotated
to simple strdétﬁre. The facto:srfcand\fbr the male group proved to

be essentig;ly the samé as those found for the female group, which
implies,g_high &egree.of_factgr stability. These factors can be carac-
terized asi'*ﬁoiSe éﬁ?reciation“, “articulation quality” and “abnor-
mality“@.ngle 15 (monophthongized %'pctmmenophthbngized) proved com-
pletely»unégﬁe, and scales 22 (thick - thin) and 23 (feminine - mas-
culine) Eehévé&'tétally differently for the two sexes. So we decided
to eliminateithése three scales (table I, columm 5).

e pzoeeéded with a factor analysis on the whole group of speakers.
After rotation té simple structure the same three factors were found.
This was to be expected because of the high factor stability between
the group of male and the group of femals 5peakerse

Factor scores were calculated. Mean factor scores for the speakers

are illustrated in figure 4. The differences of opinion about the
speakers must be reflected by the distances. This led us to the
hypothesis that the RSA is related to the distances between factor
score centroids. This proved to be the case. /

Taking all 45 distances between the 10 spegkers into account, we
derived a least square solutiom to their ranking order, which is

0.95 (Spearman) correlated with the ranking of the speakers obtained
from the global judgements by a jury (the operational defimition of .
RSA).

All rapk correlations are given in table II.
As one factor alonme accounted for some 707 of the total explained

variance, we decided to try a one-factor solution. And, although I3
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variables had low communalities, the rank correlation between mean
factor scores and RSA is still 0.94. This finding inspired us to
eliminate another 13 variables, retaining those scales, only 14 in
pumber, which have high communalities and, cdnsequently3 high 1oadings.
(These remaining scales are shown in table I,icozumn 6). The mean
féctor scores cbtained from the one-factor model of these 14 variables
are essentially the same as. those obtained with 27 variables. They
have exéctly the same ranking and their product-moment correlation

is 0.998, making it clear that 14 scales are sufficient to predict
jury judgements.(product-moment correlations are given in table III).
The influence of individual attributes om the RSA, as estimated by

14 scales, can be deduced from the profiles for the 10 speakers

{see figure 5). These profiles are in agreement with the verbal im-

pressionistic descriptions of the speakers.

»Having eliminated all error-producing scales, we now have a set

of 14 relevant variables. All these 14 scales are monotonous, so

the correlation between the scale values of categories and the rank-
numbers of categories must be high. So it was tempting to compare

the findings of the last amalysis with an analysis on the raw data
of the 14 relevant scales. .

So we did and the results were these: rankings obtained from raw

data are exactly equal to those from scale values. The correlation
~ between the two sets of mean factor scores on which the rankings are
based, is 0.999. The im;licatien is that the conversion of caéegory
numbers to scale values can be omitted when using appropriate scales.
These last two analyses revealed that all 14 scales are about equally
important, so we aské& ourselves the question whether the unweighted
sums of raw scores on the 14 scales can be used as predictors for RSA.
The ranking obtaimed from sums of raw scores proved to be 0.927

(Spearman) correlated with RSA, so the answer to the question is yes.

From our 14 scale testswe have derived three estimates for RSA:
mean factor scores of scale vwalues
mean factor scores of raw data, and

unweighted sums of raw data.
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Fig. 5 -~ Speech appreciation profiles.
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These estimates are equivalent, as their product-moment correlations |
all exceed 0.997 (see table III) The first two estimates can only

be calculated with the aid of a computer, the thxrd can be obtained
by strazghtforward handsc 1zng So, for praetzcal appllcatxons the
thlrd is the handxest.,p,aM

%

Now having éénséfﬁcted a simple test with high conmcurrent vaii&ity,

a cruclal question is whether the camposxtxon of the llstener group

will bias the results. . .
To investigate this, wexzompared the scores by our Dutch listener
group with scores of a izstener group recruited from Dutch speaking
Belgians - 3udg1ng the same grcup of speak.erse For various reasons

it was legitimate to suppose that ‘their scorings might comsiderably

‘differ from the scorings of the Dutch listenmers. This, however, proved

not to be the case, as can be deduced from tables II and III in which
all rank correlatioms and"tﬁe:céirglations between the estimates are

shown togethet. The concordanaéAésléo RSA Bégééeﬁ;three independent

listener groups - the jury, the Butch greup ané the Belgian group -

is very good. Kandall‘s coeffxczent of ccncordance W= Q 95? which

is significant at a 0.5% level.

fo sum up: as we mentioned at the beginning we found in the literature
some 800 terms used for the differentiation of speech and pronunciatién.

Our work has made it clear, in our opinion, that*ccmparxsens -made by

of strongly related

non-phoneticians are based on a very small

attributes.
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: PROK e
SCALES

PLEASBANT = UNPLEASANT .
{ AANGENAAM} (ONAANGENAAM)

PINCHED = FULL %
{ GEKNEPEN} (VoL ) o
¥ IGOROUS = WEAK L
{KRACHTIG (ZWAK)

CONTEMPORARY = OLD=FASHIONED. #
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