
THE APPLICATION OF INFORMATIONTHEORY TO VOWEJ, RECOGNITION EXPERIJ:.1.ENTf::. 

This paper deals with the application of Information theory to 

the transmission of natural and artificial vowels. I want to start 

with a brief explanation of the main conceptv of information theory 

for those not acquainted with them. 

Information theory de�cribes the phenom�na of transmission as 

µer eel ved by ar.. outside obs,:rver who has full knowledge of both sid­

PS of the transmission channel. 
The symbols to be co�ed by thP tranamitti�g part of the channel 

- in our cas� in sounrls - will be referred to as input, the symbols 

decoded at the receiving e�d as output. 

In this case we are only interested in the most simple situatior. 
in which tr.e autocorrelation of the string of input symbols is zero, 

which means that the input symbJlD are in a random order. Incidental­

ly t�is does not exclude.the possibility that the decoding process 

is a f fe ct ed by the actual �uccession of two or more sounds. The num­
bur of differ�nt 3ymbols will be finite. 

D�o to imperfections -or instability of transmitter and receiver, 

disi;orticn or intt':r:ferencrl. t:1e string of 0utput symbols will not be 

an 9x1J.ct replica of the strini--:; cf input =-;ymb0ls. We speak therefore 
---

of a transmission channel with noise. 
I.et the r.umbcr of dif!'!'.'rent symbols be n • 

Tl:te c�:mbols can then \)<" referred ·�c ns s1 , o2 • . • • . •  Sn -

The performance of thE channal ea� be depicted by a table of 

confusion probabilitie�: 'S�e fig. 1) 
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CONFUSION PROBABILITY MATP.IX 

INPUT OU'rPUT 

s1 s2 

s, P10 p 11 P12 
s2 P20 P21 P22 

s . j pjo pj1 pj2 

s Pno pn'i Pn2 n 

Total 1 Po1 :Po2 

fig. 1 

Pjo - probability that sj is the input symbol, 

Pok probability that (• .. ..:.>k ic th� output symbol, 

pjk = probability of the combinati.on of <..: �· . as input 

In a 

For 

and s k as output symbol. 
forced-choice situation 

� Pjo -

a noise-free 

Pjo = pjk 
-

pjk = 0 

= � pjk 
k 

chur.oel 

Pok 

.. 1 
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sk 

P1k 
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P.;k .... 

Pnk 

Pok 

s�bol 

For a channel with no correlation between inpu t and output ( that 
means no transmi::rni.o:i at all, the receiver is only guessing) 

for j = 1, • • • • •  n 

k -4 1, • • • • • n 

s n 

P1n 
P2n 

Pjn 

Pnn 

Pon 
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A real channel will be somewhere between these extremes. Now 

we have to deal with different amounts of information. The infor­

mation of the input H , that of the output H and that of the 
x y 

combination of input and output H • 
xy 

The unit of information is called a Bit. 

One bit is the amount of infor�ation contai�ed in the answer 

to a question to which there are two mutually exclusive answers 

wit h equal probability of occurrence. Take for example the infor­

mation con taine d in the position of a coin . So the amount of in­

formation in Bits is the minimal nurnher of questions of the type 

just mentioned necessary to obtain full knowledge. The amounts of 

information can be easily calculated using the formulae of fig. 2. 

H 
=� -x 

H 
y =it -

2 
Pjo log 

2 
Pok log 

H xy�� 
2: 

- p
jk 

log 

k 

fig. 2 

Pjo 

Pok 

pjk 

When informatior ... is transmitted by the channel we have the 

following unequal:Lty 

H + H > H -· .. 
x y xy 

This means that given the output and our knowledge about the 

confusion matrix, we can make �i good guess at the input . 
Th� relations betwPcn H 1 Hy , and H 

x xy 
ple Venn-diagrams. ( See fig. 3 ) 

! = ff + H - H xy x 1 ry 
fj�. 3 

can be shown in sim-
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The corss-section betwf!e!'l H and H is called the transmis-
x y 

si.on T • 

xy 
The physical meaning of tl!e transmission is that part of the 

information of the input which we know when the output is known , 

in other words, the transmission is the information transmitted by 

the channel. 

In order to calculate the transmission we have to make use of 

the confusion frequency matrix resulting from an experi�ent. (fig. 4) 

CON?USION 1"RE9,U.ENCY MA'mrx 

INPUT '.t'O'I'AL OU'rPtri' 

s1 
C' '-'2 s k 

s1 m10 m11 m12 
m1k 

,. 
"'2 m20 

m2; m22 
m2k 

s . 
J 

mjO 
I!l '1 J . 

mj2 mjk 
m r.1 rnn� 

mnk ,. mno ,) n 

T0TAL M 

fig. 4 

In this table the m's represent observed frequencies, th� sub­
scripts have the same meaning as in the proba!:iility matrix. 

Taking the quotients m/M as best estimatf!s for p's we can 
calculate the transmission. 

s n 

m1n 

m2n 

m. Jn 

m nn 

'I'he necessary calculations can easily be progrummerl for eval­

uation by an e�ectronic computer. 

All our calcul8tions were carried out with the IBM 1130 system 

of the Institute of Phonetic Sciences of the University of Amsterdam. 
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To get some insight into the process of vowel perception we applied 

information theory to some data published in the literature. 

We started with the well-known experiment by Peterson and Barney 

on formant measurements on vowels of different speakers. 

( JASA 1q52 ) ( fig. 5 ) .  

cooo,..------...--

' ·� ··-· 

... 

• •oo 

fig. 5 

Suppose we have a vowel-recognition system that relates the sounds 

within a specific contour to one and only one vowelclass. 

We determined the confusion frequency matrix for such a 
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system shown in fig. 6 by a simple counti ng procedure, any sound 

falling in the cross-section of two areas being scored as 0.5 for 

each area. All frequencies are mt,l t·i pli�d by 10 to avoid fractio!lS. 

As we see, the informati..::>r. of tr.c input is 3.32 Bits, the trans­

mission 2.19 Bits. 
The same sounds were presented to a group o f  lidteners. 

I'eterson and Barney published the confusion matrix wtich is shown 

bt.re as fig. ?. 
When we apply our form1lae to their matrix we find a transmis-

sion of 2.98 Bitn. 
It appears that human Jisteners do �et�er than our hy�othetic­

al vow�l reccgni tion system. Ott"t' cnnclu.sio:r. must !Je that rnan uses 
factors adchtional to the firct t.wc formants. These fa�tors r:dght be 
fundament;al frequP.ncy, duration, the <.:or..neci::ion with surrounding co11-

sor.ants1 ar�d knc;,wlcdge of tile particular vowel system of an individ­

ual ::-:pt:aker. Although the :;p_,.ecI'.sounds of differe:r.t speakers were 

ra:1dom.ized, some knowledge o.f t.he posit·�on of the vow�l sy.stem in 

t!.e two-formant plane wae; available, due to tne high correlatior. 
* 

between fundamental freq . .::-o:d the formant frequencies (MOL 1964) • 

As no confusion occur� when we liGten to the sounds of a famil­

iar voice we can liz-t: and add <.:.p our data as follows. 

Information of input 3.32 Bits 

Co:ntri buted by formirn': pos::.. tio!ls 
alo�e r1aximal 
Contributed ty other factors than 
specific k11ov:ledge ..:if a speHkcrs vowel 

system o t least 

Sum of these factors 

Contributed by &pecific knowledge of 

an indivldual spe�kers vowel system 

2.19 Bits 

0.79 Bits 

2.98 Bits 

0.34 Bits 

3.32 Bi.ts 

The next data to be <':X:amined ai·e pu1:·lj sl::ed oy Cohen, Slis & 
't Hart ( Pho!'leb ea 1967) in an article entitled "On 'l'olerance and 

Intolerance ir. vowel perception". 

They presented a highly interesting confusion matrix for a system 
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of 12 synthetic vowels. They used 12 fixed two-formant positions 

and introduced duration as an extra parameter. The·spacing of the 

vowels in the F 1, F2 plane is somewhat exaggerated. 0rhe matrix is 

shown in fig. 8. 
The information of the input is 3.62 Bits in formant positions 

and 1.55 Bits in duration wh.ich is redundant. 
The\transmission is 2.93 Bits. /l.s the experimental conditions 

are co�parable with the situation in which a person is listening to 

the sounds of one individual speaker, part of the information is 

lost . (Of course, so�e of the factors operating in experiments 

where monosyllabic words are used are absent in experiments with 

isolated sounds) 

This .low transm.ission is in agreeme�t wj_th our findings� It 

seems that a transmission channel operates less stably with artific­

ial vowel-like sounds than wlth !1.atural vowelG. 
From the results of the sc&ling experiment described by my 

collegue Meinsm.a an estimate can be made as to the confusion occur­

ing between different areas of the perceptive vowel-triangle. 

We �$timate the following data: 

H = 
x 3.6 Bits 

H = 3.6 Bits 
y 

H 
5.3 Bits xy � 

T 1.9 Bits xy :::::1 

't'his means that the duration factor introduced by Cohen and 

collaborators must have contribut�d ahout 1 Bit of the 1.15 Bits of 
\ 

partly redundant tra11smi tted info:t·rna tion. 

11he present study is -part 

the generation of vowel systems 

hon of artificial speech. 

of .a larger programme which aims at 
of optimal efficiency for the produc-

I 

' . 
\ .  

J .. G. Blom 

UNIVERSITY OF AMSTERDAM 
institute of Phonetic Sciences 

Herengracht 338 

* Proceedint�s of the 5th Intern. Congre,ss of Phonetic S ciences . 



PETERSON&BARNEY FO��ANT �EASlREMtNlS 

tNPUT TOTAL OUTPUT 

l 2 3 4 5 6 7 8 9 10 

1 740 680 60 0 0 0 " 0 0 O:> 
.. 0 0 

2 7SO 30 650 55 0 0 � v 0 0 0 15 
3 7S5 l 96 �71 11 l l l l l 71 
4 740 l l 111 566 26 1 l 1 1 21 
� 730 0 0 c 10 610 45 35 0 5 5 

6 760 3 3 3 3 5� 603 83 3 3 3 

7 740 2 2 z 2 22 92 572 12 32 2 
8 740 2 2 2 2 12 2 2 56.7 92 57 

9 7SO l l l 1 41 l ll 76 491 126 
10 775 2 22 97 S2 2 2 2 7 127 462 

TOTAL 7480 7 2 2  837 852 667 167 747 707 E>67 152 162 

HfX> • 3.,2 H(Y) • 3e31 HlXY>c 4,45 TIX"()• 2.16 

fig. 6 
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PETEPSON&BARNEY LlSTENING EXPERIMENT 

INPUT TOTAL OUTPUT 
l 2 3 4 s (> 7 8 9 10 

1 10280 10267 4 6 c 0 � 0 0 0 0 • 
2 l0279 6 9549 694 2 l ! 0 0 0 26 '° 
3 10277 c 7.�1 9014 949 l 3 0 0 2 Sl I 
4 10278 0 l 300 9919 2 2 0 0 15 39 

5 10273 0 1 0 19 8936 101, 69 0 228 7 

6 10?79 0 0 l 2 590 9!>34 71 5 62 14 
7 10279 (j c 1 1 16 Sl 9924 96 171 19 • 

B 10279 c 0 . 
0 2 0 78 10196 0 2 i 

9 10277 0 1 l a 540 127 103 0 9476 21 

10 107-79 0 0 23 6 2 3 0 0 2 10243 

TOTAL l 02780 lC273 9P.l3 10041 10906 1C�90 10737 10245 lCZ�7 9956 10422 

HCX> c 3132 H<VJ � )1:32 HlXYJ= 3166 TIXY)= 2.98 

fig. ? 



COHENtSLlSt'T HART 

JN PUT TOTAL OUTPUT 
1 2 ' • 5 6 7 I 9 to 11 12 

1 1670 1621 42 0 0 0 0 0 0 0 0 0 0 
'Z 1669 92 1�84 0 0 l 0 0 0 2 0 0 0 
i 1664 0 25 1570 0 0 11 0 0 57 0 0 0 4 1670 l 0 47 1546 68 1 4 1 0 0 2 0 
5 1669 4 1 7 ' 1628 0 ' 10 6 0 0 l 
6 1669 0 0 s 0 1 147� 128 6 53 0 0 .1 1 1670 0 0 0 0 0 l26 1�)6 2 It 0 2 0

' . 

' 1670 0 0 0 0 l 63 l� 1592 0 2 0 2 
9 166'' 0 30 3 16 0 0 2 3 0 1309 1 2 0 

10 16 6 J 0 1 221 l Jo 12 19 4 0 28 1358 7 0 
11 1610 0 0 34 274 3 l � 0 45 3 22 981 � 
lZ 1670 0 0 0 0 269 1 0 3 0 109 .4 1�8't 

...l. 
TOTAL 20019 17 15 �689 2202 1836 1983 1700 1693 1614 . 1504 1792 998 1293 

0 

H(X) • 3.�8 H(V) .. 3t56 H(X\')• 4a21 l'(XYl• 2.93 

COHENtSLlSt'T HART VOWELS IN ONE OURATIONCLASS ADDED 

tNPUT TOTAL OUTPUT 
1 2 3 4 s 6 1 8 9 10 11 12 

l 6 680 1629 1820 lS45 985 42 7 1  3 49 5 81 128 322 
2 8343 86 ' 16 6 162 1 1899 1605 1317 128 7 325 66 112 
3 4996 0 13 1'2 7 26 13 6 138 1 1796 1506 1356 

TOTAL 20019 1715 1836 1693 998 1689 1983 1 6 14 l,04 l.293 2202 1700 1792 

HC X) • l.55 H(Y) • 3.56 HCXYl• 3.9T T<XVt• l. 13 

fig. 8 


