Automatic tracheoesophageal voice typing using acoustic parameters

Renee P. Clapham1,2, Corina J. Van As-Brooks1,2, Michiel W.M. Van den Brekel1,3, Frans J.M. Hilgers1,3, Rob J.J.H. Van Son1,3

1Netherlands Cancer Institute; 2Atos Medical, Horby, Sweden; 3ACLC, University of Amsterdam, The Netherlands
R.P.Clapham@uva.nl, R.v.Son@nki.nl

Abstract

The acoustics of isolated vowels, e.g. of /a/, have in many studies been linked to pathological voice types, such as tracheoesophageal (TE) voice. To study the possibilities of objective and automatic classification of pathological TE voice types, the acoustic features of /a/ were quantified and subsequently classified using a suit of machine learning technologies. Best classification was achieved by using a voiced-voiceless measurement and the harmonics-to-noise ratio. Other common acoustic features were correlated to pathological type as well, but were less distinctive in classification. We conclude that for objective and automatic classification of TE voice pathology, voicing distinction and harmonics-to-noise ratio are most relevant.

Index Terms: Tracheoesophageal speech, pathological speech, machine learning

1. Introduction

Cancer of the larynx as well as most treatment modalities have a negative impact on a person’s voice and speech quality. In the case of advanced laryngeal cancer, a total laryngectomy is often unavoidable. Although many patients develop functional alaryngeal speech by means of a prosthetic device to direct air towards the neo-glottis, voice quality is variable [1–3]. Presently, the prospects for the development of an adequate substitute voice due to the use of prosthetic devices are good [1, 3, 4]. Subsequent speech therapy will then aim at further improving voice quality and speech intelligibility. Studies have shown that improvements of speech quality and intelligibility can indeed improve the quality-of-life (QoL) of patients [3]. To support and evaluate voice quality after total laryngectomy and subsequent speech therapy, efforts have recently been made to introduce objective methods and automatic evaluations of the intelligibility and quality of alaryngeal speech [2, 5].

A three-type classification of voice quality on sustained vowels by Titze [6, 7] was adapted by Van As-Brooks [1, 8] to a four-type classification for tracheoesophageal speech (TES) on sustained /a/, i.e., acoustic signal typing (AST). Both classifications were based on spectrographic information of a sustained vowel. Both classification systems have consistent links to perceptual evaluation of voice quality of these speakers by speech and language therapists (SLTs).

The link between an objective classification system of voice pathology and the auditory perception of voice quality offers an opportunity to link objective and automatic acoustic measurements to the perception of pathology. Many studies have investigated the correlation between individual acoustic measures and TES voice pathology, see Table 1 for a short list.

It is clear that many acoustic variables are related to the severity of TES voice pathology. However, it is not clear how these should be weighted and combined to get a better understanding of TES voicing pathology. Ideally, one would like to be able to “predict” the AST class from acoustic parameter measurements alone. Such automatic classifications are the subject of machine learning [14–16].

The current study is part of an ongoing effort to understand the evaluation of TE speech and the development of diagnostic aids. The question we want to answer here is: To what extent can acoustic features of sustained /a/ contribute to predicting and understanding the severity of voice pathology in TES?

2. Materials and Methods

2.1. Speech recordings

We used a corpus containing sustained vowel /a/ of 87 TE speakers. Recordings were made between 1995 and 2009 as part of several unrelated studies. At the time of the recordings...
all speakers provided informed consent allowing the recordings to be used for research purposes within the institute. In total there were 74 male and 13 female speakers. Age at treatment was 38-85 (median age 57). All speakers produced sustained /a/ vowels as part of a larger assessment battery. As some speakers had provided multiple recordings for various research projects over the 14 years, we selected the /a/ recording with the earliest recording date. At the time of recording, 83 speakers had a Provox1 or Provox2 prosthesis and the remaining four speakers had a Provox Vega prosthesis (three speakers a 22.5 Fr and one speaker a 17 Fr) [17–19].

Due to the fact that recordings were made over more than a decade as part of unrelated studies, a range of equipment and media were used for recording and storage, but this is not expected to alter acoustic measures below 5 kHz [20]. For this study, all recordings were first digitized and converted to 44.1 kHz sampling rate and 16-bit Signed Integer PCM encoding. No audio compression had been used on the recordings.

2.2. TEVA and Acoustic Signal Typing

The NKI developed a computer program (Tracheoesophageal Voice Analysis tool, TEVA [21]) to assist researchers and SLPs to identify acoustic signal types. TEVA runs as a Praat extension [22, 23] and both programs are available under an Open Source License (GPL). Acoustic signal type classification for TE speakers requires an observer to classify a segment of a spectrogram into one of four signal types: stable and harmonic (1), stable with at least one harmonic (2), unstable or partly harmonic (3) and barely harmonic (4) which corresponds roughly to a severity scale from good to bad [8]. As observers may differ in how they arrive at a classification, a consensus procedure was used for segment selection and classification into signal type. Using the TEVA program, two experienced SLPs (authors Clapham and Van As-Brooks), classified all 87 recordings into signal type based on visual inspection of the spectrogram. They were blind to speaker characteristics (e.g., prosthesis type or gender) and were unable to listen to the recordings.

The spectrograms were classified according to AST over two steps. During step one, each rater independently classified the segment of the spectrogram that she considered most stable (1.75 seconds) and in step two, a consensus model was used whereby the raters first agreed on the segment of the spectrogram that was the most stable and then agreed on the AST of this stable segment. This interval of 1.75 seconds is shorter than the 2 seconds advised in [1, 8] because several of the recordings had been segmented (i.e., the original unedited recordings were no longer available) meaning that the margins of the spectrogram would be invisible for stimuli with a length of 2 seconds. Inter-rater agreement was 58% before consensus with a correlation coefficient of R=0.75 between the AST values (p<0.001). See Table 3 for the distribution of the speakers over AST classes.

2.3. Acoustic measurements

The consensus intervals were used to measure the acoustic features. Table 2 lists the acoustic features which were selected for this study, based on the studies presented in Table 1. These features were automatically measured with Praat with a pitch floor of 40 Hz and a window size to 25 ms (see AcousticMeasure-Scripts.praat [24]). Where possible, we used published settings for measurements [1, 11]. MVD was determined on the whole /a/ realization. For practical reasons, the HNR ŀlow, HNR Ŋhigh, and cepstral rachmonic intensity as used by van Gogh et al. [11] were substituted with the HNR of low-passed and band-passed speech, and the cepstral peak prominence (CPP), respectively. Formant quality factors (QF1–QF3) were added as non-voice measures. D2 and Sample Entropy as proposed in [13] could not yet be implemented in Praat.

2.4. Acoustic features and machine learning

Automatically evaluating AST based on acoustic information has aspects of both classification (identity) and regression (size): each signal type is distinct and derived from features in the spectrogram (classification), yet the signal types are also ordinal whereby prediction between classes can be seen as an intermediate value (regression). Model performance can be evaluated based on classification error when using a classification algorithm, on the root mean square (RMSE) when using a regression algorithm, or on the explained variance (e.g., correlation coefficient) between observed and predicted signal types.

Although it is not possible to find the best classification function in an efficient way, it is still possible to find an efficient classification function from examples. Using a variety of machine learning techniques and feature selection, it is also possible to estimate the robustness of the solution under different sets of examples [14–16]. These technologies can also be used to determine the importance or redundancy of individual and combinations of acoustic features for classification. Acoustic features were selected and ordered on explanatory importance using machine learning (ML) techniques as described in [15, 16]. All ML experiments were done using implementations in R [25] (see modelAST.R [24]). Seven ML algorithms were tested: Linear model (LM), Linear and Quadratic discriminant analysis (LDA, QDA), Support Vector Machines (SVM), Random Forest (RF), CaRT (RPart), and Neutral nets (NNNet).

Methods were used with their default settings in R [25]. The number of possible settings is too large to allow meaningful optimization for our data set. The results presented here should be interpreted as lower bounds on performance. All ML methods were tested in classification and regression mode. Where necessary, regression results were converted to classification, class 1–4, by rounding (LM, NNNet). Classification probabilities were converted to regression values by calculating the expected value (LDA, QDA).

A wrapper methodology with forward selection and backward elimination was used for feature selection [15, 16]. This means that each ML method was used as a black box that outputs a figure of merit given a training and feature set. Stratified bootstrap sampling validation, with 40-fold resampling, was used to check robustness of feature selection. Leave-one-

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>VF</td>
<td>Fraction of frames that are voiced</td>
</tr>
<tr>
<td>MVD</td>
<td>Maximum voicing duration</td>
</tr>
<tr>
<td>F0</td>
<td>Standard deviation of F0</td>
</tr>
<tr>
<td>Shimmer</td>
<td>Harmonics-to-noise ratio (dB)</td>
</tr>
<tr>
<td>Jitter</td>
<td>HNR low pass filtered speech (&lt;700Hz)</td>
</tr>
<tr>
<td>HNRhigh</td>
<td>HNR band pass (700Hz - 2300Hz)</td>
</tr>
<tr>
<td>GNE</td>
<td>Glottal noise energy</td>
</tr>
<tr>
<td>CPP</td>
<td>Cepstral peak prominence</td>
</tr>
<tr>
<td>BED</td>
<td>Band energy difference</td>
</tr>
<tr>
<td>QF1–QF3</td>
<td>F1–F3 quality factor (F/Fb)</td>
</tr>
</tbody>
</table>

Table 2: Overview of acoustic parameters used. With the exception of BED and QF1–QF3, all measures depend on the detection of voicing and pitch.
3. Results and Discussion

3.1. Single feature analysis

A summary of the relationship between acoustic features and observed AST is listed in Table 3. Nine of the acoustic features show a main effect for classification type and many of these can differentiate between signal type pairs (see post-hoc results in Table 3). A simple linear regression model using VF alone can explain almost 60% of the variance in classification. There are strong correlations between the acoustic features (not shown), the strongest between VF and MVD ($R^2=0.71$), HNR and HNR$_{low}$ ($R^2=0.58$), and between VF and HNR ($R^2=0.64$).

Purely random classification, using permutations, results in a correct classification of 0.33 (sd=0.04) and $R^2$=0.01 (sd=0.016).

ML methods were trained on the link between AST classification and single acoustical features. The best and median performances are presented in Figure 1. For both $R^2$ and correct classification, VF, MVD, HNR and HNR$_{low}$ outperform the other features (in this order). Where median values are higher than chance performance plus two standard deviations (see Figure 1), the classification is likely robust. Otherwise, the performance is expected to be erratic. For the leftmost four features (VF, MVD, HNR, HNR$_{low}$), the classifications seem to be robust. For neither classification nor regression do QF3, QF2 or HNR$_{high}$ reach this level of significance.

3.2. Feature combinations

Bootstrap validation versus LOOCV and forward selection versus backward elimination all resulted in comparable feature selection and performance (not shown). Classification outperformed regression slightly, but was otherwise comparable. Only results for classification with LOOCV and forward selection will be reported unless indicated otherwise.

Classification performance is plotted versus the number of acoustic features in Figure 2 for all ML algorithms used. The ML methods split into two groups: LDA, QDA, SVM, and RPart.
all reach high correct classification rates with only three acoustic features. The remaining methods, LM, RF, and NNet, perform worse. The inherently stochastic nature of RF, and NNet might at least partly explain their erratic results on small data sets. “Good” runs were selected for these two methods.

Classification performance as a function of the number of features varies widely between methods. Complex ML methods such as SVM, QDA, and RF are sensitive to the “curse of dimensionality”: Including more features leads to marked decreases in performance due to overtraining [15, 16]. However, RPart drops features that do not increase performance. This might be an explanation for the stable performance of RPart.

The order of selection of features was investigated with bootstrap validation (see section 2.4). All methods select either VF or MVD as their first feature. The second feature is then one of the HNR features (HNR, HNR\text{high}, or HNR\text{low}). The third feature selected is more varied, either another from MVD, VF, or the HNR group, but also QF2 and BED were selected (LM, LDA). The LOOCV results were equivalent, but varied somewhat in the third selected feature (Figure 2).

From this we conclude that VF and MVD alone supply enough information to get well over 60% correct classification. Including the HNR group of features then allows performance to rise to over 70% correct classification (see Figure 2). Members of these groups often appear again as third selected feature, indicating they are not completely interchangeable (redundant). With three features, the high-performance methods get over 70% correct. Increasing the number of features can sometimes improve performance even to 75% correct classification with five features, e.g., for QDA and SVM. However, differences become rather small and unreliable for our data set. For all ML methods it was found that an analysis which excluded VF, where MVD would substitute for it, resulted in slightly lower performance, still reaching ~70% correct classification and $R^2$ up to 0.6 (note, RPart performed better without VF).

AST classification is also an ordinal scale. Therefore, not all classification errors should be weighted equal. An AST class 1–4 confusion is worse than a class 3–4 confusion. The squared correlation coefficient ($R^2$) between predicted and consensus classification is a figure of merit that measures such discrepancies. For all ML methods, except LM, the $R^2$ peaked between 0.6 and 0.7 at best classification performance in Figure 2. That is, the ML methods were able to explain more than 60% (close to 70% for SVM) of the variance in the consensus classification.

Table 3 presents several other features beside VF, MVD, and HNR that show statistically significant differences between AST classes, e.g., Shimmer, GNE, CPP. However, it seems the ML algorithms applied here are unable to use this information to improve classification. The analysis presented in Figure 2 was repeated with the exclusion of VF and MVD. With this exclusion, classification was regularly over 0.6 but $R^2$ came only slightly over 0.4 ($\leq$43% explained variance). The first feature selected was always either HNR or HNR\text{low}.

When excluding all of VF, MVD, and the HNR group of features, correct classification peaked at 0.62 (for QDA with BED + Shimmer), but was well below 0.6 for all other methods (not shown). This might seem high considering the chance level was 0.33. However, $R^2$ was rarely above 0.2, and generally lower ($\leq$20% explained variance). This indicates that classification errors became much more random. Information in these acoustic features might mainly identify individual classes (c.f., Table 3). The first feature selected under these conditions was four times CPP, and BED, Shimmer, and QF3 each once.

### 3.3. Individual class type identification

Best performance of AST classification might not be attained using a single model for all types. The above analysis was repeated, but now as four two-type classification tasks. All ML methods (see section 2.4) were trained and tested on a single type with all other types merged into a single class, e.g., type 2 against types 1, 3, and 4 combined. Chance classification performance was recalculated for each combination. The results are presented in Figure 3.

As expected, the end-point types 1 and 4 were easier to identify than the inner types 2 and 3. Behavior of the classifiers was more erratic than with the original four type task. SVM could not even classify type 3 versus the others. Number and selection of features varied much more than the patterns seen in Figure 2. This is likely caused by the imbalance between positive and negative samples in this task.

### 4. Conclusions

Many acoustic measurements correlate, often strongly, with the AST classification (see Tables 1, 3). However, our study shows that only two groups of features can perform a classification to any reasonable extent: voice detection (VF and MVD) and the harmonics-to-noise ratio (HNR, HNR\text{low}, and HNR\text{high}). Other factors improve classification performance only marginally. This indicates that the presence and duration of voicing and the harmonic-to-noise ratio are the most salient acoustic features that can be used to classify a TE signal into its acoustic signal type. In our study, QDA performed best, but RPART would perform almost as good and can easily be assessed automatically. A practical tool incorporating these methods will be made available online at [21].

The fact that classical measures of glottal voices, like jitter and shimmer, are less salient in TE speech can possibly be attributed to the inherent instability of neo-glottis vibrations [13].
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